Concurrent processing of voice activity detection and noise reduction using empirical mode decomposition and modulation spectrum analysis
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Abstract

Voice activity detection (VAD) is mainly used to detect speech/non-speech periods in observed noisy signals. The detected periods are used to reduce noise components or enhance speech components in noisy speech. However, current VAD techniques have serious problems in that the accuracy of detection of speech/non-speech periods drastically reduces if they are used for noisy speech and/or for mixtures of non-speech such as those in musical and environmental sounds. Thus, VAD needs to be robust to enable speech periods to be accurately detected in these situations. This paper proposes concurrent processing of VAD and noise reduction (NR) using empirical mode decomposition (EMD) and modulation spectrum analysis (MSA) to simultaneously resolve these problems. The proposed method effectively works on reducing stationary background noise by using EMD without estimating SNR (noise conditions), and then on reducing non-stationary noise including non-speech components by using MSA while this is determining speech/non-speech periods by thresholding the noise-reduced speech. Three experiments on VAD/NR in real environments were conducted to evaluate the proposed method by comparing it with typical methods (Otsu’s method, G.729B, and AMR) and our previous methods. The results demonstrated that the proposed method could accurately detect speech/non-speech periods and effectively reduce noise components simultaneously.

Index Terms: voice activity detection, noise reduction, empirical mode decomposition, modulation spectrum analysis

1. Introduction

Voice activity detection (VAD) is a key technology for automatically detecting speech and non-speech periods from observed signals. VAD is widely used for various signal processes such as those in robust automatic speech recognition (ASR) systems, speech enhancement techniques, and adaptive and effective speech coding [1, 2]. Therefore, practical VAD must be able to accurately and robustly detect speech/non-speech periods from observed signals in real environments in which there are simultaneous non-speech signals and background noise.

There have been many previous studies on robust VAD, and many methods/algorithms have been proposed over the last few decades [1]. Classic VAD methods that utilize thresholding of the signal power [3] and the number of zero crossings [4], for example, can be used to detect complete speech periods in clean environments. However, there is a serious problem in noisy environments in that the accuracy of detection reduces remarkably due to the effect of background noise. Modern methods, based on higher order statistics [5], the power of the low frequency band [6], features based on periodicity or aperiodicity [7], and the non-stationarity properties of speech/noise [8] have been proposed for robust VAD in noisy environments. These are actually robust to background noise, but they have weaknesses to non-speech signals such as musical and environmental sounds because these may have similar characteristics to speech such as periodicity or aperiodicity and non-stationarity properties.

Various applications with noise reduction (NR) methods that need to utilize VAD are generally used. Figure 1 shows, for example, the VAD for ASR in car interior environments in which there is target speech (male speech as shown in Fig. 1(a)) with non-speech signals (background music) in non-stationary background noise (car noise in the signal-to-noise ratio (SNR) of 0 dB), as seen in Fig. 1(b). Although NR techniques seem to be the best way of reducing these effects of stationary/non-stationary noise, the SNR of noise conditions in the short and long terms must be known before VAD for accurate NR. However, speech/non-speech periods could not be accurately detected independently in these environments, as seen in Fig.1(c), and these still remain a challenging problem. Thus, this issue is one of the most demanding tasks that remain to be resolved.

This paper proposes a novel approach to achieving concurrent processing of robust VAD and noise reduction in real environments (only noise conditions, without reverberation effect in this paper) even if they contain background noise and non-speech signals, as shown in Fig. 1(b). The proposed scheme can especially reduce stationary/non-stationary noise components to enhance speech components while it can robustly detect speech/non-speech periods, as shown in Fig. 1(d).
2. VAD using EMD and MSA

This section explains how we detect speech/non-speech periods from an observed signal, $y(t)$, using empirical mode decomposition (EMD) and modulation spectrum analysis (MSA). In this paper, the observed signal, $y(t)$, is assumed to be $y(t) = x(t) + n(t)$ where $x(t)$ is an original speech signal and $n(t)$ is a mixture of a non-speech signal and background noise.

2.1. Empirical mode decomposition (EMD)

The technique of EMD is used for analyzing non-stationary signals. Analytic signal $y(t)$ is decomposed by EMD into intrinsic mode functions (IMFs), $C_k(t)$, and negligible residue, $r(t)$. The $y(t)$ can be represented as

$$ y(t) = \sum_{k=1}^{K} C_k(t) + r(t), \quad (1) $$

where $k$ is the channel number and $K$ is the number of IMFs (decomposition number). $K$ depends on $y(t)$, i.e., IMFs depend on the waveforms even if we use a part of the same $y(t)$. Details on the algorithm to calculate EMD are given elsewhere [9, 10].

EMD can also be regarded as common envelope-based decomposition [10]. IMFs are decomposed by the order of stationarity. Moreover, $y(t)$ can be resynthesized by summing all the IMFs based on Eq. (1).

2.2. Modulation spectrum analysis (MSA)

A modulation spectrum (MS) of observed signal $y(t)$ can be obtained from the short-term Fourier transform (STFT) of the power envelope of $y(t)$. The frame size is 1000 ms and the frame shift is 10 ms. A Hanning window was used in the STFT. Thus, MS represents the frequency characteristics of temporal fluctuations in the envelope of the signal.

The MSAs for five kinds of signals were investigated to establish a diagnostic criterion [11]. These signals were voice [12], stationary noise [13], environmental noise [13], musical sounds [14], and bird calls [15]. The averaged MSs were investigated from 100 kinds of signals for all kinds of signals.

Based on these results, the MSAs of speech and stationary noise are characterized in Fig. 2. The peak in the MS of voice has a high value and a broader band, as indicated by the solid line in Fig. 2. This is consistent with the peak in modulation frequency of 2 to 8 Hz that appears as a unique feature of speech [16, 17]. A target signal may be able to be easily distinguished as speech/non-speech periods by using this feature. The peak in the MS of stationary noise has a low value and a narrower band, and the others have flatter slopes as indicated by the dashed line in Fig. 2. These characteristics are used to find stationary IMFs.

2.3. Previous method

We previously proposed a framework to achieve a robust VAD technique that used EMD to reduce stationary noise without estimating SNR and MSA to accurately determine speech/non-speech to fulfill our previously stated purpose [11, 18].

The proposed approach focuses on stationarity in the IMFs as prior knowledge to remove stationary IMFs (stationary noise), and then remaining non-stationary IMFs (speech and non-speech signals) are used for detecting speech periods. An advantage in the use of EMD enabled us to decompose signals into stationary IMFs (lower IMFs) and non-stationary IMFs (higher IMFs), as explained in subsection 2.1. Since speech $n(t)$ is a stationary signal, noisy speech, $y(t)$, could be separated without having to estimate SNR. However, it was difficult to completely determine the boundary in the IMFs to separate lower and higher IMFs since the IMFs depended on signals.

The proposed approach focuses on three characteristics of MS (peak frequency, $f_{pm}$; Q-value, $Q_{pm} = f_{pm}/\text{BW}$ where BW is the 3-dB bandwidth of the MS; and MS’s tilt over 4 Hz) as prior knowledge to find stationary IMFs (to remove stationary noise) and determine speech/non-speech signals. An advantage of the use of MSA enabled us to distinguish various kinds of signals such as speech and background noise, as explained in Subsection 2.2. However, it would be difficult to extract the fine MS of the target signal in noisy environments because the features of the signals are mixed in the time domain.

There were two previous methods that were prototypes to solve drawbacks with both EMD and MSA by effectively combining both advantages with EMD and MSA. The first one [11] was proposed to solve the first issue of how to completely determine the boundary between stationary and non-stationary IMFs. This is referred to as Method A. The second one [18] was proposed to solve the second issue of how to extract the fine MS of the target from non-stationary IMFs (higher IMFs) in noisy environments. This is referred to as Method B.

2.4. Problem

The previous methods correctly detected speech/non-speech periods in which there were background noise and non-speech signals. However, when background noise was non-stationary sound, the speech/non-speech periods might not have been correctly detected because there was no effect of noise reduction (NR) for non-stationary noise in lower IMFs. Therefore, non-stationary background noise could not be removed and the feature in MS was then distorted under the influence of background noise. This is a problem with decisions on speech/non-speech periods under real conditions.

3. Concurrent processing of VAD and NR

This paper proposes a novel approach to concurrent processing of robust VAD and NR in real environments to solve the above problem. Here, the three characteristics (peak frequency, Q-value, and MS’s tilts) of MS with the speech signal are used to correctly determine speech periods in each IMF. At the same time, the three characteristics of MS with a non-speech signal are also used to accurately reduce non-stationary noise components in each IMF.

The process for the proposed method is given in Fig. 3. An observed noisy signal, $y(t)$, is decomposed into IMFs by using EMD (Fig. 3(a)), and all IMFs are then analyzed by MSA.
to accurately determine the boundary between the stationary and non-stationary IMFs (Fig. 3(b)). Stationary IMFs (lower IMFs) are then removed as stationary NR and non-stationary IMFs (higher IMFs) are used to reduce non-stationary noise and non-speech components as non-stationary NR (Fig. 3(c)). The speech components in each IMF are extracted by using MSA (Fig. 3(d)) and then resynthesized as an enhanced speech signal, (Fig. 3(e)). All periods of signal activities, i.e., candidates of speech periods, are detected from the enhanced speech signal, ̂x(t), by thresholding the power envelopes of ̂x(t). Finally, speech/non-speech periods are detected by using MSA.

Here, the three characteristics of MS ( ̃f pm ≠ 3 Hz, ̃Q pm > 2, and the slope of MS after 4 Hz > −0.5 dB/Hz) were used to determine the boundary between stationary and non-stationary IMFs, as shown in Fig. 3(c). The three characteristics of MS ( ̃f pm = 3, ̃Q pm < 2, and the slope of MS after 4 Hz < −0.5 dB/Hz) were used to extract speech components in non-stationary IMFs, as shown in Fig. 3(d). These were also used to detect speech periods from the enhanced speech signals, as shown in Fig. 3(e). The MSs were obtained by using STFT (the Hanning window, 1000-ms frame, and 10-ms shift), as mentioned in Subsection 2.2. A threshold value in the signal activity detection in Fig. 3(e) was set to be relatively 3-dB downward and this was determined from the receiver operating characteristic (ROC) curve of VAD.

4. Evaluations

4.1. Evaluations for VAD

Three simulations were carried out to evaluate the proposed method. The stimulus conditions used in these simulations were: (1) clean speech, (2) speech with non-speech in stationary background noise, and (3) speech with non-speech in non-stationary background noise. Four datasets were used in these simulations: the ATR database A-set [12] for clean speech signals (100 samples: five male and five female speakers and 10 speech samples), the Noise92 [13] for stationary (one sample) and non-stationary noise (five samples), the real world computing (RWC) music database [14] for musical sounds (five samples), and the Avian Vocalizations Center’s database [15] for bird calls (five samples).

The stimuli used in the simulations were created from these datasets according to stimulus conditions. The same sampling frequency of 20 kHz was used in all stimuli. The conditions for SNR were 20, 10, and 0 dB in these simulations to control additional noise levels. These were used as observed signal y(t). Typical (Otsu thresholding, G.729B, and AMR methods [19]) and conventional (thresholding method on the power envelope) methods were compared with the proposed method. The previous methods (Methods A and B) were also compared with the proposed method to verify improvements to the proposed approach. Thresholding on the power envelope was done with the same method that was used in the proposed approach. Therefore, we compared the results obtained from these methods to establish the effect of EMD and MSA.

The false acceptance rate (FAR) and false rejection rate (FRR) in VAD were used to evaluate the accuracy of VAD. FAR is the rate at which non-speech periods are detected as speech periods. FRR is the rate at which speech periods are detected as non-speech periods. The trade-off between FAR and FRR is a key concern in designing robust VAD. The correct rates (100−FAR and 100−FRR) were used in three simulations to represent the results of VAD in a trade-off relationship.

First, VAD was assessed under clean conditions. There were a total of 100 stimuli. The average values and standard deviations for 100−FAR [%] and 100−FRR [%] are in Figs. 4(a) and 4(b). These results indicate that the proposed and conventional methods collectively have high correct rates (100−FAR and 100−FRR). We proved that the proposed approach could accurately determine speech/non-speech periods as well as the conventional methods could under clean conditions.

Next, VAD’s tolerance to non-speech signals and stationary background noise was assessed. Experimental stimuli were created from two speech signals (male speaker: mau, /a/ and /i/) and non-speech signals (/a/+non-speech signal/+i/). Sixteen non-speech signals were used for background noise conditions: one white noise, five of environment noise, five musical sounds, and five bird calls. The background noise signals were white noise, pink noise, and babble noise, and the conditions for the SNR were 20, 10, and 0 dB. Figures 4(c) and 4(d) present the results for the 100−FAR and 100−FRR of VAD.

The FRRs for all the methods had lower values. The FARs for the proposed method remained at lower values while those for the conventional methods were drastically increased. This was due to the effect of EMD in noise reduction and that of MSA in speech/non-speech decisions. In addition, the FARs for the conventional methods increased as SNR decreased. Even if SNR was too low for the proposed method, 100−FAR hardly
increased. These results confirmed that the VAD we propose was able to operate accurately, even if non-speech signals and background noise existed simultaneously.

Finally, VAD’s tolerance under conditions in which non-stationary background noise and non-speech signals existed simultaneously with target speech was assessed for the first base for real evaluations. The form of the stimuli we created changed background noise into three kinds of non-stationary noise (environment noise (factory 1), musical sound (rock), and a bird call (Cettia+diphone)), which were added to the stimuli in the second simulation. Figures 4(e) and 4(f) present the results for the 100−FAR/100−FRR of VAD. The FRRs all have lower values. The conventional methods have the highest FARS. Moreover, their FARS increased as SNR decreased. Even if SNR was too low for the proposed method, 100−FAR maintained outstanding values. These results confirmed that VAD was able to operate accurately in real environments, even if non-speech signals and non-stationary background noise existed simultaneously.

4.2. Evaluations for noise reduction

We evaluated what effect reduced noise had on resynthesized signals, which is discussed in this section. The stimuli used in this evaluation were the same as those in the last evaluation of VAD. The measures we used were signal to error ratio (SER), log-spectral distortion (LSD), and the perceptual evaluation of speech quality (PESQ). Higher SERs and PESQs were favorable, and lower LSDs were also favorable. We investigated the SER, LSD, and PESQ of resynthesized speech and clean speech, and compared them with the SER, LSD, and PESQ of noisy speech and clean speech. After noise had been reduced, we evaluated how the three measures changed. The measures were investigated over the entire periods of the observed signal to evaluate improvements in the noise level of the whole signal, and not only the speech periods.

The SER, LSD, and PESQ of signals from noisy environments and a resynthesized noise with reduced noise were calculated with the proposed method, and the average of the difference was summarized for all SERs of background noise. The results are summarized in Table 1. Here, typical NR methods (spectral subtraction [20], MMSE-STSA [21], and Wiener filtering [22, 23]) were compared with the proposed method to verify improvements to the proposed approach. By comparing it with others, we found that the values of SER and PESQ increased favorably and the value of LSD decreased favorably after noise had been reduced with the proposed approach.

5. Conclusion

We proposed concurrent processing of robust VAD and NR using EMD and MSA. We evaluated the efficiency of VAD with the proposed method in comparison with typical approaches. The results we obtained from three experiments indicated that the proposed method could work better than the conventional methods. The results from the first and second experiments indicated the FAR and FRR obtained with the proposed method were radically reduced in comparison with those with the typical methods. Moreover, the results from the last experiment revealed that the proposed method was vastly superior to robust VAD under non-stationary noise conditions than the typical methods. Therefore, the results revealed that the proposed approach could accurately detect speech/non-speech periods and effectively reduce noise components simultaneously, even if background noise and non-speech signals were included.
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