Abstract

This work proposes a method of single-channel speaker separation that uses visual speech information to extract a target speaker’s speech from a mixture of speakers. The method requires a single audio input and visual features extracted from the mouth region of each speaker in the mixture. The visual information from speakers is used to create a visually-derived Wiener filter. The Wiener filter gains are then non-linearly adjusted by a perceptual gain transform to improve the quality and intelligibility of the target speech. Experimental results are presented that estimate the quality and intelligibility of the extracted target speaker and a comparison is made of different perceptual gain transforms. These show that significant gains are achieved by the application of the perceptual gain function.
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1. Introduction

Speaker separation is the process of extracting a target speaker from a mixture of sounds that comprise other speakers and acoustic noise. Audio only speaker separation is well established when multiple microphone channels are available. Techniques such as deconvolution and blind source separation (BSS) make the assumption that the various signals in the mixture are independent and exploit the set of input signals to extract individual audio sources [1]. Other work has considered the more difficult problem of speaker separation from a single audio channel. In this instance prior speaker-dependent statistical knowledge of the speakers is utilised to enable extraction of the target speaker. Methods using spectral masking have been effective at solving this problem and use either hard or soft masks to identify time-frequency regions that belong to a target speaker [2, 3].

Visual speech information from a target speaker’s mouth region has also been used in multiple audio channel speaker separation to supplement audio-based methods of extracting a target speaker [4, 5]. For example, in [5] a target speaker is first extracted from a speech mixture using audio BSS. Visual information from speakers is then used to address permutation and scaling ambiguities present after BSS. The method still uses multiple audio channels but supplements this information with visual information that increases the quality of the extracted target speech. Visual speech has also been used to aid single channel speaker separation [6] by improving the accuracy of hidden Markov model (HMM) decoding of input speech signals, with the HMMs providing statistics on the speech to be separated.

The proposal in this work places more emphasis on visual speech information from speakers and dispenses with the need for multiple audio channels. The proposed system uses a single microphone as the audio input which receives the mixture of speech from the speakers. Information to enable separation of speakers is provided from visual speech features that are extracted from the mouth region of each speaker in the mixture. Several example scenarios can be envisaged with such a system. A first scenario uses a single microphone and single camera, possibly located together, to extract audio and video. The video captured by the camera contains all the speakers present in the mixture, from which each speaker would need to be identified and tracked, such as in [7, 8]. Visual features for each speaker can then be extracted. A second scenario again uses a single microphone, but now uses a series of individual cameras with each capturing video from each speaker in the mixture. These cameras could again be located centrally and be pre-positioned to capture video at positions where speakers would be located. In comparison to the above scenarios, in audio-only speaker separation a ‘zooming in’ to a speaker is only possible when multiple microphones are distributed within the environment which is a more complex configuration.

For visual features to be able to provide audio information it is necessary to find audio-visual features that are correlated. Several studies have shown that high levels of correlation exist between audio and visual features extracted from a speaker [9, 10]. For mel-filterbank audio features and 2D-DCT visual features, audio-visual correlation of $R=0.8$ is reported. This correlation has subsequently been exploited successfully to enable visual speech features to aid in both robust speech recognition and audio speech enhancement [11, 10]. Previous work on visually-derived Wiener filtering has used visual speech information to formulate an audio Wiener filter to enhance noisy speech [10]. The work proposed here extends this framework to speaker separation and also introduces a perceptual transformation of the Wiener filter gains with the aim of improving both the quality and intelligibility of the target speaker.

The proposed method of visually-derived speaker separation is described in Section 2. This requires audio estimates of the target and competing speakers which are estimated from visual speech features and this is discussed in Section 3. Details of the implementation in terms of creating the time-domain target speaker’s speech are explained in Section 4. Experimental results are presented in Section 5 to evaluate the proposed method in terms of speech quality and intelligibility.

2. Visually-derived speaker separation

The proposed method of speaker separation exploits the audio-visual correlation between a speaker’s mouth shape and the resulting audio signal. Consequently the method requires only a single audio input rather than two or more audio channels as with conventional speaker separation approaches. Information to aid extraction of the target speaker is taken from video inputs for each speaker in the mixture. As a further processing stage, a perceptual transform is applied to the Wiener filter gains to improve speech quality and intelligibility.
2.1. Wiener filtering for speaker separation

In the discrete Fourier transform (DFT)-domain the Wiener filter, \(W(k)\), is defined

\[
W(k) = \frac{P_{SS}(k)}{P_{SS}(k) + P_{NN}(k)}
\]  

where \(P_{SS}(k)\) and \(P_{NN}(k)\) represent the clean speech and noise power spectra, respectively, and \(k\) represents the discrete frequency bin. For application to speaker separation the Wiener filter is modified so that the clean speech is replaced by the target speaker, \(S_1\), and the contaminating noise is replaced by the competing speaker, \(S_2\), for a two speaker problem. To obtain the power spectra statistics for the target and competing speakers it is proposed to estimate these from visual speech features taken from the two speakers. Analysis into the correlation of audio and visual speech features has shown that significant levels of correlation exist which make estimation possible [10]. However, the analysis also revealed that insufficient audio-visual correlation is present to make a fine resolution estimate, although estimation of a less spectrally detailed filterbank vector is possible. As a consequence the speaker separation Wiener filter to extract speaker 1, \(W_{FB}^{1,i}\), is modified to operate in the filterbank domain and can be defined

\[
W_{FB}^{1,i}(i) = \frac{\hat{a}_{1,i}(i)}{\hat{a}_{1,i}(i) + \hat{a}_{2,i}(i)}
\]

where \(\hat{a}_{1,i}(i)\) and \(\hat{a}_{2,i}(i)\) are filterbank estimates for the target speaker and competing speaker, \(i\) indicates the filterbank channel and \(t\) represents the time frame.

2.2. Perceptual gain transformation

A series of perceptually-motivated transformations of the Wiener gains are now considered. These aim to reduce distortion of the target speaker and improve suppression of the competing speaker and are implemented as a perceptual gain transform, \(\Pi(.)\). This can be considered a non-linear transformation of the Wiener filter gains and gives a perceptual gain \(H(i)\) (Note, subscripts have been dropped for clarity).

\[
H(i) = \Pi(W_{FB}(i))
\]

Four different perceptual gain transformations have been investigated and these can broadly be described as piecewise or parametric. Equations (4) to (7) define the resulting gain functions, \(H^1\) to \(H^4\) and these are plotted in Figure 1.

\[
H^1(i) = W_{FB}(i)
\]

\[
H^2(i) = \begin{cases} W_{FB}(i) & W_{FB}(i) > \alpha \\ 0 & W_{FB}(i) \leq \alpha \end{cases}
\]

\[
H^3(i) = (W_{FB}(i))^3
\]

\[
H^4(i) = \begin{cases} 0 & W_{FB}(i) < \beta_1 \\ (W_{FB}(i))^2 & \beta_1 \leq W_{FB}(i) \leq \beta_2 \\ W_{FB}(i) & W_{FB}(i) > \beta_2 \end{cases}
\]

Gain function \(H^1\) serves as a baseline and is set equal to the Wiener filter gain, \(W_{FB}\). The second function, \(H^2\), restricts the gain so that if it falls below a threshold, \(\alpha\), then it is set to zero. This removes time-frequency regions where the SNR falls below a certain threshold and can be likened to the binary mask method of speech enhancement [2], but now with the mask estimated from visual features. Instead of removing regions with local SNRs below 0dB (corresponding to a gain of 0.5), gain cut-off values of \(\alpha = 0.2, 0.4 \text{ and } 0.6\) have been tested in this work. Gain function \(H^3\) is the cube of the Wiener gain and this has the effect of non-linearly reducing the Wiener gain. Lower gain values experience a considerable downscaling while higher gains are reduced by a smaller factor. The fourth gain function, \(H^4\), is a piecewise function that aims to capture properties of the previous gain functions by dividing the gain into three regions with zero gain, a squared Wiener gain and linear Wiener gain, respectively. Two variables, \(\beta_1 \text{ and } \beta_2\), define these regions and have been set to 0.2 and 0.5 for this work, based on preliminary test results.

3. Estimation of audio features from video

The relatively high level of correlation between audio and visual features has led to effective methods of estimating audio features from visual features within a MAP framework [10]. The process involves first training a GMM to model the joint density of audio and visual features. MAP estimation can then be applied to estimate audio features from visual features.

3.1. Audio and visual features

Many different audio and visual features have been developed and in combination have been shown to have varying levels of audio-visual correlation. To accurately estimate audio features from visual features it is necessary to select features that exhibit high levels of audio-visual correlation. As such, based on [10], 23 channel mel-scale filterbank vectors, \(a_i\), are used as the audio features. These are extracted from 20ms duration frames of audio at 10ms intervals in accordance with the ETSI XAFE standard [12]. Visual features, \(v_t\), are extracted from 100x100 pixel regions centered on a speaker’s mouth. A 2D-DCT is then
applied and the first 20 coefficients in a zig-zag manner are retained as the visual vector.

3.2. MAP estimation of audio features

The MAP estimation begins by creating a GMM to model the joint density of audio and visual vectors for a speaker. A joint feature vector, \( \mathbf{z}_t \), is first created by augmenting audio and visual vectors

\[
\mathbf{z}_t = [\mathbf{a}_t, \mathbf{v}_t]
\]

From a training set of joint feature vectors, expectation maximisation (EM) clustering is applied to create a GMM, \( \Phi^z \), that models the joint density of the audio and visual features

\[
\Phi^z = \sum_{c=1}^{C} \alpha_c \phi^z_c = \sum_{c=1}^{C} \alpha_c N(\mathbf{z}; \mu^z_c, \Sigma^z_c)
\]

The GMM comprises \( C \) clusters, with the \( c \)th cluster represented by prior probability, \( \alpha_c \), Gaussian probability density function, \( \phi^z_c \) with mean vector, \( \mu^z_c \), and covariance matrix, \( \Sigma^z_c \). Given the model of the joint density of audio-visual vectors, \( \Phi^z \), a MAP estimate of the audio vector for the target speaker, \( \hat{\mathbf{a}}_{1,t} \), can be made from a visual vector extracted from speaker 1’s mouth region, \( \mathbf{v}_{1,t} \)

\[
\hat{\mathbf{a}}_{1,t} = \arg \max_a (p(\mathbf{a} | \mathbf{v}_{1,t}, \Phi^z))
\]

Similarly, a visual vector extracted from speaker 2’s mouth region, \( \mathbf{v}_{2,t} \), can be applied to equation (10) to give an estimate of the audio vector for speaker 2, \( \hat{\mathbf{a}}_{2,t} \). Together, these filterbank estimates define the filterbank-domain Wiener filter.

4. Implementation

This section outlines briefly the stages involved in applying visually-derived speaker separation to extract a target speaker.

4.1. Perceptual gain calculation

The first stage involves utilising the visual speech features to calculate the perceptual gain, \( H(i) \), and is summarised below:

1. Extract visual vectors, \( \mathbf{v}_{1,t} \) and \( \mathbf{v}_{2,t} \), from the video sequences from the target and competing speakers.
2. Estimate audio filterbank vectors, \( \hat{\mathbf{a}}_{1,t} \) and \( \hat{\mathbf{a}}_{2,t} \), for the two speakers from visual features using equation (10).
3. Construct visually-derived Wiener filter of equation (2).
4. Apply perceptual gain transforms to the Wiener filter from equations (4) to (7) to give perceptual gain, \( H_t(\mathbf{a}) \).

This gives a 23-D filterbank-domain perceptual gain function.

4.2. Speaker separation

From the single-channel audio input that comprises the mixed speech, short duration frames of speech are extracted and the magnitude spectrum, \( |X_i(k)| \) and phase, \( \angle X_i(k) \), computed. The perceptual gain can now be applied to the magnitude spectrum of the mixed speech to extract the target speaker. However, before this can be applied the 23-D filterbank-domain perceptual gain must be interpolated to the dimensionality of the magnitude spectrum, which in this work is \( K=128 \) spectral bins. This is achieved using cubic spline interpolation. The magnitude spectrum estimate of the target speaker, \( |\hat{S}_{1,t}(k)| \), can now be computed

\[
|\hat{S}_{1,t}(k)| = H_t(k)|X_i(k)|
\]

The magnitude spectrum estimate of the target speaker is now combined with the phase of the mixed speech, \( \angle X_i(k) \), and an inverse Fourier transform applied to obtain a short-duration frame of time-domain samples. Overlap and adding of frames gives the final estimate of the target speaker’s speech.

5. Experimental results

This section evaluates the effectiveness of the proposed method of visually-derived speaker separation. First the audio-visual databases used for evaluation are described. Secondly, two sets of experimental results are presented that estimate the quality and the intelligibility of the target speaker’s speech following visually-derived speaker separation.

5.1. Audio-visual databases

The audio-visual data used in the experiments is taken from two audio-visual speech databases, one extracted from a UK male speaker and the other from a UK female speaker [13, 14]. Both databases comprises a set of 279 phonetically rich fragments that were recorded in a 200 utterances were used for training and the remaining 79 utterances used for testing. The audio in both databases was downsampled to a sampling frequency of 8kHz and filterbank vectors extracted at 10ms intervals. The video was upsampled to 100 frames per second to match the audio frame rate. For both speakers, video was captured from the front of the face using a 100×100 pixel region centered on the speaker’s mouth.

The experimental scenario investigated is of two speakers talking simultaneously and being located close together in space, with the male speaker the target and the female the competing speaker. Of the two example scenarios discussed in Section 1 this corresponds to the second with video from each speaker captured from separate cameras. The audio was created by taking speech from the target speaker and adding it to scaled speech from the competing speaker, where the scaling was adjusted to create a desired signal-to-interference ratio (SIR). Each of the 79 test utterances from the male speaker were mixed with a randomly selected utterance from the female speaker with the proviso that no mixture used the same two sentences. Unreported experiments were also carried out with the speakers reversed with no significant differences in performance observed. MAP estimation of audio features from visual features used speaker-dependent GMMs that were trained on each speaker.

5.2. Speech quality

To estimate the quality of the target speaker’s speech the signal-to-interference ratio (SIR) is used and defined as [15]

\[
SIR = 10 \log_{10} \frac{|\mathbf{s}_{\text{target}}|^2}{|\mathbf{e}_{\text{interf}}|^2}
\]

where \( \mathbf{s}_{\text{target}} \) and \( \mathbf{e}_{\text{interf}} \) refer to speech from the target speaker and competing speaker respectively. Tests were carried out at initial SIRs of -10dB, -5dB, 0dB, 10dB and 20dB. Visually-derived speaker separation was applied to the mixtures using the four perceptual gain functions introduced in Section 2.2 and the resulting SIRs computed using the BSS toolbox [16] and the results shown in Table 1. The results show that using the Wiener gain, \( H^1 \), gives a good increase in quality, particularly at the lower SIRs. Applying a perceptual gain transform gives further increases in the output SIR. With the exception of...
-10dB, the cube gain function \( H^3 \) gives best performance, with gain function \( H^2 \) (with \( \alpha=0.6 \)) being very close. This corresponds to the Wiener gain with spectral masking below an SIR of 1.8dB (\( \alpha=0.6 \)). Lowering the point of spectral masking reduces speech quality in terms of the output SIR.

The effectiveness of speaker separation is illustrated in Figure 2 which shows spectrograms of an utterance from the target speaker (Figure 2a), the resulting mixture with a competing speaker at an SIR of 0dB (Figure 2b) and finally the result of visually-derived speaker separation using perceptual gain function \( H^3 \). This shows many of the attributes of the target speaker to have been successfully extracted from the mixture.

### 5.3. Speech intelligibility

In addition to speech quality it is useful to know whether the proposed visually-derived speaker separation is able to increase the intelligibility of the target speaker’s speech. To provide an estimate of speech intelligibility an unconstrained monophone speech recogniser was employed. This comprised a set of 44 monophone HMMs that were arranged in a fully connected grammar. From the time-domain estimates of the target speaker’s speech, MFCC vectors were extracted in accordance with the ETSI XAFE standard [12]. Table 2 shows recognition accuracy for the target speaker using various perceptual gain functions at SIRs from -10dB to +20dB. The entry named NSS shows results when no speaker separation has been applied. It should be noted that these speech recognition tests are included to provide an indication of intelligibility and not as a proposed method of speaker separation for speech recognition. For this task, effective methods have been developed that operate on the features themselves without reconstructing an audio signal [17].

**Table 1: Comparison of input and output SIRs for different perceptual gain functions.**

<table>
<thead>
<tr>
<th>Input SIR</th>
<th>-10dB</th>
<th>-5dB</th>
<th>0dB</th>
<th>10dB</th>
<th>20dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H^1 )</td>
<td>-3.35</td>
<td>-0.14</td>
<td>3.59</td>
<td>11.87</td>
<td>20.34</td>
</tr>
<tr>
<td>( H^2, \alpha=0.2 )</td>
<td>-2.30</td>
<td>0.56</td>
<td>4.05</td>
<td>12.05</td>
<td>20.39</td>
</tr>
<tr>
<td>( H^2, \alpha=0.4 )</td>
<td>-0.51</td>
<td>1.78</td>
<td>5.07</td>
<td>12.58</td>
<td>20.57</td>
</tr>
<tr>
<td>( H^3, \alpha=0.6 )</td>
<td>1.77</td>
<td>3.49</td>
<td>6.51</td>
<td>13.65</td>
<td>21.10</td>
</tr>
<tr>
<td>( H^4 )</td>
<td>1.20</td>
<td>3.63</td>
<td>6.88</td>
<td>14.44</td>
<td>21.94</td>
</tr>
<tr>
<td>( H^4 )</td>
<td>-0.73</td>
<td>1.76</td>
<td>5.04</td>
<td>12.65</td>
<td>20.65</td>
</tr>
</tbody>
</table>

**Table 2: Target speaker monophone recognition accuracy (%) at SIRs from -10dB to +20dB.**

<table>
<thead>
<tr>
<th>SIR</th>
<th>-10dB</th>
<th>-5dB</th>
<th>0dB</th>
<th>10dB</th>
<th>20dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSS</td>
<td>-7.34</td>
<td>-7.73</td>
<td>-3.30</td>
<td>8.88</td>
<td>28.84</td>
</tr>
<tr>
<td>( H^1 )</td>
<td>7.90</td>
<td>9.23</td>
<td>12.77</td>
<td>20.58</td>
<td>33.82</td>
</tr>
<tr>
<td>( H^2, \alpha=0.2 )</td>
<td>14.77</td>
<td>15.13</td>
<td>14.77</td>
<td>22.29</td>
<td>33.77</td>
</tr>
<tr>
<td>( H^2, \alpha=0.4 )</td>
<td>10.70</td>
<td>13.48</td>
<td>16.63</td>
<td>27.74</td>
<td>33.80</td>
</tr>
<tr>
<td>( H^2, \alpha=0.6 )</td>
<td>7.90</td>
<td>10.50</td>
<td>12.53</td>
<td>20.47</td>
<td>32.20</td>
</tr>
<tr>
<td>( H^3 )</td>
<td>10.44</td>
<td>13.39</td>
<td>15.64</td>
<td>17.61</td>
<td>29.05</td>
</tr>
<tr>
<td>( H^4 )</td>
<td>14.27</td>
<td>14.30</td>
<td>14.54</td>
<td>22.53</td>
<td>33.65</td>
</tr>
</tbody>
</table>

The unconstrained monophone accuracy for the original target speaker in clean conditions is 49.22%. The results show that with no speaker separation, recognition accuracy falls significantly as SIRs reduce with a sizeable drop observed below 20dB. Applying speaker separation using the Wiener gain (i.e. \( H^2 \)) gives a good increase in recognition accuracy for the target speaker over the uncompensated case. The perceptual gain functions give further increases in recognition accuracy. Consistently best performance is given by \( H^2 \) which removes any signal when the Wiener gain is below \( \alpha \). At the very low SNRs of -10dB and -5dB a value of \( \alpha=0.2 \) gives best performance, while at higher SNRs a value \( \alpha=0.4 \) is better. The piecewise gain function of \( H^4 \) also performs well and has highest recognition accuracy when averaged across all SNRs. However, the cubic gain function of \( H^3 \) performs less well.

### 6. Conclusions

This work has shown that visual speech features provide important speaker information that can be used effectively within a single-channel audio speaker separation task. The visual features provide an initial estimate of Wiener gain to extract a target speaker from a speech mixture. Applying a perceptual transform aids the extraction of the target speaker in terms of both speech quality and intelligibility. Of the various perceptual gain function investigated, the most effective across both quality and intelligibility is similar to spectral masking where time-frequency regions are removed when the Wiener gain falls below about 1.8dB. The method proposed uses speaker-dependent models, and while this seems typical of single channel speaker separation methods, it would be desirable to have a speaker-independent system. The high levels of speaker variability in the visual domain make this challenging, but methods of speaker adaptation and speaker-independent visual features are currently being investigated [18].
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