A robust frontend for VAD: exploiting contextual, discriminative and spectral cues of human voice
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Abstract

Reliable automatic detection of speech/non-speech activity in degraded, noisy audio signals is a fundamental and challenging task in robust signal processing. As various speech technology applications rely on the accuracy of a Voice Activity Detection (VAD) system for their effectiveness and robustness, the problem has gained considerable research interest over the years. It has been shown that in highly distorted conditions, an accurate segmentation of the target speech can be achieved by combining multiple feature streams. In this paper, we extract four one-dimensional streams each attempting to separate speech from the disturbing background by exploiting a different speech-related characteristic, i.e. (i) the spectral shape, (ii) spectro-temporal modulations, (iii) the periodicity structure due to the presence of pitch harmonics, and (iv) the long-term spectral variability profile. The information from these streams is then expanded over long duration context windows and applied to the input layer of a standard Multilayer Perceptron classifier. The proposed VAD was evaluated on the DARPA RATS corpora and shows to be very competitive to current state-of-the-art systems.

Index Terms: noise robust features, speech activity detection

1. Introduction

Voice activity detection (VAD) is defined as the problem of separating a target speech sound from interfering sound sources that are present in the noisy acoustical environment. In various speech processing modules and applications, such as noise reduction algorithms, language identification, speaker recognition, speech coding and automatic speech recognition, a noise robust detection of speech in the audio signals is an important and fundamental pre-processing step as it can significantly improve performance.

A VAD typically consists of a feature extraction module and a decision mechanism, which can vary from a simple set of rules to advanced classification mechanisms that require intensive training on noisy speech. Trained classifiers have proven to be very effective when the mismatch between training and testing conditions is relatively low.

Recent work has proven that the use of combinations of diverse feature streams could significantly improve the robustness of speech activity detection, especially when the noise conditions are severe [1, 2, 3, 4]. This paper contributes to this trend by proposing a VAD system that attempts to measure specific properties of speech that discriminate it from disturbing background sounds.

Human speech is a complex sound signal characterized by spectral patterns composed of spectro-temporal amplitude modulations, rich harmonic structures and fluctuations of spectral energy at both short and long-term time scales. In this work, we attempt to measure the presence or absence of speech by exploiting spectral cues in the auditory spectrogram of the noisy signal. These cues are related to various aspects of the human speech production process and are reflected in the spectral shape, the spectro-temporal modulations, the voicing character and the long-term spectral variability of speech. For each cue, we will extract a one-dimensional probability stream which can robustly discriminate between speech and non-speech sounds under various noise conditions.

The feature streams are contextually expanded over long-span time windows, normalized and merged in order to be applied to a classifier MLP for speech detection. The system is evaluated on the data corpus of the DARPA RATS1 project which consists of highly degraded speech recordings that were transmitted over noisy radio communication channels [5]. With a low complexity in terms of computational cost and architectural design, the proposed VAD achieves a performance that is competitive to most recently developed state-of-the-art speech detection systems.

The remainder of this paper is structured as follows. Section 2 presents the feature extraction module of the proposed VAD. Subsequent processing of the feature streams to obtain a robust frontend for speech detection are described in section 3. Experimental results are given in section 4. Conclusions and future work are discussed in section 5.

2. Feature extraction

In order to make a robust decision on the presence of speech in audio recordings, we will rely on multiple information streams that are extracted from the noisy signal. Each of these streams measures a distinctive property of the target speech that is relatively invariant under various adverse acoustical situations and which can discriminate the speech from concurrent background sources. In this section, we will examine a set of four feature streams which are derived from analysis windows with different sizes, depending on their optimality of representing the underlying speech attribute.

2.1. Spectral shape

In its physical form, human speech is a pressure waveform generated when the exhaled airflow from the lungs passes through the vocal folds and vocal tract. Articulators such as tongue, velum, jaw and lips, are controlling the vocal tract cavity shape and are responsible for the production of specific speech sound segments called phones. The shape of the vocal tract at a
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A variety of features have been designed to capture these acoustic modulations patterns of speech by means of wavelet filtering, such as the modulation spectrogram [15], RASTA [16], Gabor features [17] and cortical features [18], to name a few. All these features operate on longer time scale windows, typically of the order of 100 ms, a value that is defined by the wavelet filter size. It has been shown that when the wavelets are specifically tuned to appropriate spectral scales and temporal rates, the extracted features are able to accurately capture the acoustic modulations of speech and could add to the robustness of speech recognition [19, 20, 21] and detection [3, 4].
The movements of the articulators are continuous and restricted by the vocal tract physiology, which imposes constraints to the spectral scales and temporal rates of speech. Hence, one can assume that the temporal and spectral modulations of speech are modelled by a confined subspace in the total parameter space spanned by the dimensions of the spectro-temporal feature vector.

Similar to the previous section, a MLP classifier is trained to discriminate the temporal variations of spectral speech energy from those that originate from other sound sources. In this paper, Gabor features are extracted and applied to the input layer of the MLP. These features were computed on the 8 kHz downsampled version of the audio signal to make optimal use of the lower narrowband in which speech reveals most prominent cues in spectro-temporal modulations. In this work, we only retained the filter outputs corresponding to the temporal modulation frequencies at 0 Hz and 6.2 Hz as inspired by [22, 23].

After critical subsampling [24], we leads to a 92-dimensional feature vector which is subsequently encoded to a posterior signal by a MLP with empirically chosen hidden layer size of 32 units. The left panel at the second row of Figure 1 shows the Gabor feature representation of the audio segment corresponding to the log-Mel spectrogram that was processed by a Gabor filter with 6.2 Hz temporal modulation frequency and temporal modulation frequency of 0.12 cycle/octave [25]. The corresponding posterior stream of the MLP is given at the right panel of the second row of Figure 1.

2.3. Harmonicity

During voiced speech periods, speech is characterized by strong periodicity due to the quasi periodic vibrations of the vocal folds which are reflected in the spectrum by the presence of a fundamental frequency or pitch and its harmonics. Although this periodicity is readily present in the short-time Fourier transform from which spectral shape features of section 2.1 are derived, it has been integrated out by the auditory filterbank and the dimensionality compression. Features explicitly measuring the voicing state of speech, have the potential to contribute to the noise robustness of ASR [26, 27] and VAD [28, 29]. Therefore, a voicing stream will be derived next to provide an additional cue to the speech/non-speech decision.

As described in [30], a correlogram is a time-frequency representation that succeeds in robustly revealing the presence of periodicity in an audio signal. By finding the peaks in the correlogram that arise from the presence of the pitch frequency, a probability measure for the voicing nature of the speech can be derived as follows. First, we estimate the fundamental frequency by the subharmonic summation method of [31] which suppresses doubling and halving errors and has shown its robustness in previous work [32]. The target pitch value was here confined to the frequency range from 50 Hz to 800 Hz. Next, we compute the correlogram by applying the autocorrelation function on the pre-emphasized, framed and Hamming windowed signal using a frame shift of 10 ms and a frame length of 25 ms. A voicing measure is subsequently derived at each time as the autocorrelation value at zero lag. The third row of Figure 1 shows the correlogram at the left and the derived voicing stream is plotted at the right.

2.4. Long-term spectral variability

A fourth stream of information aims to model the variability of speech over a long-term window. Phonemes in different languages have durations from 10 ms to 200 ms and are uttered during a normal conversation at a rate of three to seven syllables per second [33] with formant characteristics that vary over time. This phoneme switch causes additional variability in the audio signal due to the presence of speech.

For this purpose, we have used the long-term signal variability (LTSV) measure of [34] to specifically capture the variations of speech caused by the successive generation of phones. The LTSV is a one-dimensional signal defined as the variance of the entropy measured over all frequency bins of the normalized short-time spectrogram. When applied to the problem of voice activity detection, this feature has been shown to have robust performance in stationary noise conditions or slowly varying noise conditions over long-term windows. A more detailed discussion on their implementation can be found in [34].

An important aspect in the derivation of the LTSV is a smoothing of the spectrogram to get better estimates of the stationary noise. We have used spectral smoothing of 100 ms and we estimate the spectral variability over a 500 ms interval from a spectrogram computed at 20 ms window and 10 ms shift. This spectrogram is shown at the bottom left panel of Figure 1, while the LTSV measure is plotted in the bottom right panel.

3. Context expansion, normalization and stream combination

The features streams discussed in the previous section are now recasted in context-probability streams, where context refers to the time span over which we integrate the information from the probability measures. This expansion of context information is done for each one-dimensional stream, and is achieved by applying a DCT transform on all samples of a long-term (moving) time window centered around the frame of interest. This way, the successive measures of probability information over the window are compressed to the set of low order DCT coefficients. An optimal window duration lies in the range of 70-120 frames, corresponding to a duration of the order of a second. We found that retaining only the first 5 DCT components is sufficient to extract most relevant context information from those windows.

The resulting 5-dimensional stream vectors are then variance normalized using a global variance vector computed on the training data, which gave us a slightly better performance compared to per-file normalization. Stream combination is then simply obtained by stacking the four context-expanded features stream into a single 20-dimensional frame vector.
MLP classifier was trained on these feature vectors using a hidden layer size equal to the feature dimension. Speech segments are detected by thresholding the ratio of both MLP outputs. Figure 2 shows an overview of the proposed VAD.

4. Experimental results

The performance of the proposed VAD was evaluated on the DARPA RATS corpora [5] that was collected by the Linguistic Data Consortium (LDC). The audio data consists of speech data of multiple languages that was transmitted through eight noisy radio communication channels, labelled from A to H. Two official development sets, denoted by Dev-1 and Dev-2, were provided for "dry run" evaluations.

In this paper, a per channel training approach was followed to train the MLPs of sections 2.1 and 2.2, as well as for the MLP that was used for classification. Averaged over all channels, only 30 hours of training data was used from the total provided amount of ~300 hours. The system was tested on both

The DET-curves were obtained by multiple runs of the VAD system using different values of the threshold that was applied on the outputs of the classifier MLP as discussed in section 3. Baseline numbers were generated by the isolated use of the posterior streams derived from GFCCs as discussed in section 2.1. The accuracy was improved by stream combinations with the Gabor feature derived posterior stream, the voicing measure and the LTSV. The gain in accuracy obtained by the combination with the latter two streams was more effective on Dev-2 than on Dev-1, but was less significant than combining GFCCs with Gabor features. The combined use of all features yields further relative improvements on Dev-1 and Dev-2 compared to GFCC+GABOR with 10% and 7%, respectively, resulting in a baseline improvement of approximately 32% on both sets.

To conform with the RATS Phase 2 evaluation, Table 1 presents the false alarm rate at 4% Pmiss, the miss rate at 1.5% Pfa and the Equal Error Rate (EER), all expressed in error percentage, for different feature combinations in the proposed VAD frontend.

<table>
<thead>
<tr>
<th>Set</th>
<th>System</th>
<th>Pfa at PMiss=4%</th>
<th>Pmiss at Pfa=1.5%</th>
<th>EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dev-1</td>
<td>GFCC</td>
<td>2.40</td>
<td>5.60</td>
<td>3.15</td>
</tr>
<tr>
<td></td>
<td>+ VOICING</td>
<td>2.20</td>
<td>5.30</td>
<td>3.10</td>
</tr>
<tr>
<td></td>
<td>+ LTSV</td>
<td>2.10</td>
<td>5.10</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>+ GABOR</td>
<td>1.20</td>
<td>3.50</td>
<td>2.40</td>
</tr>
<tr>
<td></td>
<td>all combined</td>
<td>1.30</td>
<td>3.10</td>
<td>2.15</td>
</tr>
<tr>
<td>Dev-2</td>
<td>GFCC</td>
<td>3.10</td>
<td>7.10</td>
<td>3.55</td>
</tr>
<tr>
<td></td>
<td>+ VOICING</td>
<td>2.90</td>
<td>6.90</td>
<td>3.30</td>
</tr>
<tr>
<td></td>
<td>+ LTSV</td>
<td>3.00</td>
<td>7.00</td>
<td>3.50</td>
</tr>
<tr>
<td></td>
<td>+ GABOR</td>
<td>2.20</td>
<td>6.20</td>
<td>2.90</td>
</tr>
<tr>
<td></td>
<td>all combined</td>
<td>1.95</td>
<td>5.85</td>
<td>2.70</td>
</tr>
</tbody>
</table>

Table 1: Error results on Dev-1 and Dev-2 for different feature combinations in the proposed VAD frontend.

development sets and error computation was performed using the scoring engine software provided by SAIC using the evaluation protocol described in [35].

Figures 3(a) and 3(b) show the DET curves of respectively Dev-1 and Dev-2, where the false alarm probability (Pfa) and miss probability (Pmiss) were computed over all channels A-H, with the exception of channel D that was left out from the official evaluation on Dev-2. The DET-curves were obtained by multiple runs of the VAD system using different values of the threshold that was applied on the outputs of the classifier MLP as discussed in section 3. Baseline numbers were generated by the isolated use of the posterior streams derived from GFCCs as discussed in section 2.1. The accuracy was improved by stream combinations with the Gabor feature derived posterior stream, the voicing measure and the LTSV. The gain in accuracy obtained by the combination with the latter two streams was more effective on Dev-2 than on Dev-1, but was less significant than combining GFCCs with Gabor features. The combined use of all features yields further relative improvements on Dev-1 and Dev-2 compared to GFCC+GABOR with 10% and 7%, respectively, resulting in a baseline improvement of approximately 32% on both sets.

5. Conclusions

A noise robust frontend for VAD was presented that extract four probability streams, each measuring the presence of a different attribute of speech in the audio signal, i.e. the spectral shape, the spectro-temporal modulations, the harmonicity and the long-term spectral variability. By training a classifier on the combination of the contextually expanded versions of these streams, a high accuracy in robust speech detection was achieved, and this despite the low dimensionality of the features. Future work involves to investigate the robustness of alternative feature representations and the use of more advanced neural nets, e.g. deep neural networks, to either extract more accurate posterior streams in the VAD frontend and to further increase the performance of the speech/non-speech classifier.
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