Sequential Model Adaptation for Speaker Verification
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Abstract

GMM-UBM-based speaker verification heavily relies on well-trained UBMs. In practice, it is not often easy to obtain a UBM that fully matches the acoustic channel in operation. In a previous study, we proposed to address this problem by a novel sequential UBM adaptation approach based on MAP. This work extends the study by applying the sequential approach to speaker model adaptation. In addition, we investigate a new feature-space sequential adaptation approach based on feature MAP linear regression (fMAPLR) and compare it with the previously proposed model-space MAP approach. We find that these two approaches are complementary and can be combined to deliver additional performance gains. The experiments conducted on a time-varying speech database demonstrate that the proposed MAP-fMAPLR approach leads to significant EER reduction with two mismatched UBMs (25% and 39% respectively).

Index Terms: MAP, fMAPLR, sequential adaptation, speaker verification

1. Introduction

The GMM-UBM framework is widely used in speaker verification [12]. This approach involves a well-trained universal background model (UBM) to represent general speakers, and each enrolled speaker is represented by a Gaussian mixture model (GMM) which is adapted from the UBM via maximum a posteriori (MAP) estimation [4].

A basic assumption of the GMM-UBM approach is that the UBM is able to represent all acoustic and phonetic variations in the speech data, so that the deviation of a speaker GMM from the UBM reflects only the speaker characteristics. On the one hand, this requires a large amount of data in UBM training, and on the other hand, the acoustic channel subspace. In situations where the working channel is totally new, or the channel is time-variant, it is usually difficult to collect such data, which in turn fails most of the existing methods.

In a previous study, we proposed a novel MAP-based sequential UBM adaptation approach [17]. We have shown that by adapting the UBM sequentially with the data of every new enrollment, the system will be gradually adapted to the new channel. The present paper follows this direction and extends the study by applying the sequential approach onto both the UBM and speaker models, which means that whenever a new speaker is enrolled, both the UBM and the early enrolled speaker models are adapted immediately. This leads to a full sequential adaptation that allows all the models to be adapted in an online manner.

The second contribution of this paper is that we study a new sequential adaptation approach based on feature maximum likelihood linear regression (fMLLR) [3]. fMLLR is a feature space adaptation approach and has been widely applied to compensate for channel mismatch. The disadvantage of fMLLR is that the maximum likelihood estimation leads to highly aggressive adaptation, which causes over-fitting to speakers instead of channels for the first few enrollments. We therefore consider the MAP-based fMLLR, or
fMAPLR [9]. We compare the MAP-based and the fMAPLR-based sequential adaptation, and combine them to attain further improvement.

The rest of the paper is organized as follows: Section 2 and Section 3 present the MAP-based and the fMAPLR-based sequential adaptation respectively, followed by the combination approach in Section 4. The experiments are reported in Section 5, and the entire paper is concluded in Section 6 with some ideas for the future work.

2. MAP-based sequential adaptation

2.1. UBM sequential adaptation

MAP is a well established framework for model adaptation. For a GMM, assume a fixed (but need to estimate) diagonal covariance matrix \( \Sigma_c = diag(\sigma_c) \) for the \( c \)-th component. Define a Gaussian prior on the mean vector \( \mu_c \):

\[
p(\mu_c) = \mathcal{N}(\mu_c; \bar{\mu}, diag(\bar{\sigma}))
\]

where \( \bar{\mu} \) is the mean vector, \( \bar{\sigma} \) is assumed to be shared among all the components. The MAP estimation for \( \mu^*_c \) with a set of training data \( \{x_i\} \) is given by:

\[
\mu^*_c = \frac{\sum_i w_{c,i} x_i}{\sum_i w_{c,i}}
\]

where the division is element-wised, and \( r_c \) and \( z_c \) are two accumulative statistics defined as:

\[
\begin{align*}
    r_c &= \sum_i r_{c,i} [1] \\
    z_c &= \sum_i r_{c,i} x_i
\end{align*}
\]

where \( [1] \) is a vector whose elements are all equal to 1, and \( r_{c,i} \) is the effective occurrence of \( x_i \) on the \( c \)-th component, given by:

\[
r_{c,i} = \frac{w_c N(x_i; \mu_c, diag(\sigma_c))}{\sum_m w_m N(x_i; \mu_m, diag(\sigma_m))}
\]  

(1)

In the conventional UBM-GMM framework, the above MAP approach is used to derive speaker models (GMMs) from the UBM. In the sequential UBM framework, it is used to adapt both the UBM and the speaker models. The basic process is simple: for the \( k \)-th enrollment, the statistics \( r^k_c \) and \( z^k_c \) are computed based on the current sequential UBM (denoted by \( UBM_k \)). These statistics are firstly pooled together with the statistics of the previously enrolled speakers to form the pooled statistics:

\[
\begin{align*}
    \bar{r}_c &= \sum_{i=1}^{i=k} r^k_{c,i} \\
    \bar{z}_c &= \sum_{i=1}^{i=k} z^k_{c,i}
\end{align*}
\]

\( \bar{r}_c \) and \( \bar{z}_c \) are then used to derive the \( k \)-th sequential UBM (\( UBM_k \)) from the original UBM (\( UBM_0 \)) according to the following equation:

\[
\mu^*_c = \frac{\bar{z}_c + \sigma^{UBM}_c \mu^{UBM}_c}{\bar{r}_c + \sigma^{UBM}_c \sigma^{UBM}}
\]

(2)

derived, the speaker model GMM\( i \) can be obtained by an additional MAP step over \( UBM_k \):

\[
\mu^*_{c,i} = \frac{z^{UBM}_{c,i} + \sigma^{UBM}_{c,i} \mu^{UBM}_{c,i}}{r^{UBM}_{c,i} + \sigma^{UBM}_{c,i} \sigma^{UBM}_{c,i}}
\]

(3)

where \( \sigma^{UBM} \) indicates that the prior is for speaker model adaptation. Finally, the pair (UBM\( i \), GMM\( i \)) is preserved to use in verification. Note that in all the adaptation (either for UBM or GMM), the covariance matrices remain fixed as adopted by most UBM-GMM systems. In addition, to guarantee learning channel characteristics rather than speaker particularities, we set a much stronger prior in the UBM MAP than in the speaker MAP \( (\sigma^{UBM} << \sigma^{SPK}) \). Our previous experiments show that this sequential UBM approach provides a substantial equal error rate (EER) reduction [17].

2.2. UBM-GMM sequential adaptation

A shortage of the UBM sequential adaptation is that each speaker reserves its own UBM-GMM pair and keeps it unchanged. This means that the early enrolled speakers cannot use the later updated UBM. We therefore extend the approach by re-adapting all the speaker GMMs whenever the UBM updated. This re-adapting, however, requires dumping the enrollment speech, which is storage expensive and usually not allowed. An approximated solution is to reserve the statistics \( z^k_c \) and \( r^k_c \) and use them to perform GMM update later on. This leads to the UBM-GMM sequential adaptation approach. Specifically, after the \( k \)-th enrollment, the original UBM is updated to \( UBM_k \), and then for every early enrolled speaker \( m \), its GMM is adapted as follows:

\[
\mu^*_{c,i} = \frac{z^{UBM}_{c,i} + \sigma^{UBM}_{c,i} \mu^{UBM}_{c,i}}{r^{UBM}_{c,i} + \sigma^{UBM}_{c,i} \sigma^{UBM}_{c,i}}
\]

(3)

Figure 1 illustrates the sequential UBM-GMM process. For each enrollment \( k \), the speaker statistics \( r^k_c \) and \( z^k_c \) are computed based on the current UBM and are accumulated with \( r^k_c \) and \( z^k_c \). The UBM is updated to \( UBM_k \) with \( r^k_c \) and \( z^k_c \) according to (2), and all the speaker models (including speaker \( k \)) are updated based on \( UBM_k \) with \( r^k_c \) and \( z^k_c \) according to (3).
3. fMAPLR-based sequential adaptation

MLLR was first proposed by the Cambridge group to deal with channel mismatch and session variability [8, 14]. Its constrained variant, feature MLLR (fMLLR), has been developed to learn transforms on feature vectors [3]. A major advantage of fMLLR is that the covariance matrices are implicitly adapted besides the mean vectors without increasing the number of training parameters, which often leads to additional gains.

Define a transformation matrix \( W = [b A] \) that projects an input speech signal \( x \), as follows:

\[
\hat{x}_i = A x_i + b = W \xi_i
\]

where \( A \) is a rotation matrix and \( b \) is a bias term. \( \xi_i = [1 \ x_i^T]^T \) is the extended observation vector. Assuming that \( \hat{x} \) is modeled by a GMM given by:

\[
\mathcal{L}(W) = \sum_c \log \sum_c \gamma_c N(W \xi_i; \mu_c, diag(\sigma_c))
\]

where \( \gamma_c \) is the weight of the \( c \)-th component, the optimal \( W \) can be attained by maximizing the likelihood function

with respect to \( W \). This leads to the following iterative solution:

\[
W_i^T = G^{(i-1)} (\alpha p_i + k^{(i)}) \quad l = 1, 2, ..., L
\]

where \( W_i \) is the \( l \)-th column of \( W \), and \( p_i \) is the extended cofactor vector \([0 \ \cos f(A \xi_i) \ldots \cos f(A \xi_i L)]^T \). \( G^{(i)} \) and \( k^{(i)} \) are the accumulative statistics, defined by:

\[
G^{(i)} = \sum_i \xi_i \xi_i^T \sum_c \frac{r_{c,i}}{\sigma_{c,i}^2} \quad i = 1, 2, ..., L
\]

\[
k^{(i)} = \sum_i \xi_i \sum_c \frac{r_{c,i}}{\sigma_{c,i}^2} \quad i = 1, 2, ..., L
\]

where \( c \) indexes the Gaussian components, and \( r_{c,i} \) is the effective occurrence defined in (1). \( \mu_{c,i} \) and \( \sigma_{c,i} \) are the \( l \)-th dimension of the mean and diagonal variance vectors of the \( c \)-th Gaussian component, respectively. The factor \( \alpha \) is solved from the following equation and the root that maximizes the likelihood function is selected:

\[
\alpha^2 p_i^T G^{(i)-1} p_i = \alpha^2 p_i^T G^{(i)-1} k^{(i)} - \beta = 0
\]

where

\[
\beta = \sum_c r_{c,i} \quad i = 1, 2, ..., L
\]

It is clear that the fMLLR adaptation is exclusively determined by the accumulative statistics \( G = [G^{(1)}, ..., G^{(L)}] \), \( k = [k^{(1)}, ..., k^{(L)}] \) and \( \beta \), similar as in MAP where \( r_c \) and \( z_c \) determine the adaptation. Therefore, the sequential adaptation approach originally designed based on MAP can be migrated to work with fMLLR. Specifically, for each new enrollment \( m \), the statistics, denoted by \( G^m \), \( k^m \) and \( \beta^m \), are computed according to (5)-(7), and then are accumulated with the statistics of the early enrollments, simply by:

\[
\bar{G}^m = \sum_{i=1}^{i=m} G^i
\]

\[
\bar{k}^m = \sum_{i=1}^{i=m} k^i
\]

\[
\bar{\beta}^m = \sum_{i=1}^{i=m} \beta^i
\]

Finally, the accumulated \( G^m \), \( k^m \) and \( \beta^m \) are used to estimate the transformation matrix \( W \) according to (4), denoted by \( W^m \). Once \( W^m \) is obtained, it is used to transform the input features for speaker \( m \) and derive the speaker model GMM, from the original UBM. In verification for speaker \( k \), either the speaker-dependent \( W^k \) or the latest \( W^m \) is used to transfer the speech signal. The former case corresponds to the UBM sequential adaptation in the MAP approach, and the later corresponds to the UBM-GMM sequential adaptation.

A major problem of the fMLLR approach is that the adaptation is based on maximizing the likelihood of the enrollment data, which tends to result in aggressive adaptation to the enrollment data. For the first few enrollments, this may cause serious over-fitting and it is hard to tell whether the adaptation learns the channel characteristics or the speaker properties. We therefore consider to place a prior on the transformation matrix, which leads to the MAP-based fMLLR, or fMAPLR [9]. For simplicity, we choose the following prior in our study:

\[
p(W_i) \propto \exp (\gamma ||W_i - I||_2)
\]

where \( \gamma \) is a scale factor and \( I \) is the \( l \)-th column of the identity matrix \( I \), and \( \gamma ||x||_2 \) is the vector norm of a vector. This is a Gaussian prior with \( I \) as the mean and \( \frac{\gamma}{\gamma} I \) as the covariance matrix. It can be shown that the maximum a posteriori solution takes the same form of the fMLLR solution (4)-(6), except a slight modification on the accumulative statistics:

\[
G^{(i)} = G^{(i)} + r I
\]

\[
k^{(i)} = k^{(i)} + r I
\]

4. Map-fMLLR sequential adaptation

When comparing the MAP-based and fMAPLR-based sequential adaptation, we notice that the MAP approach is ‘local’, which means that each Gaussian component reserves its specific accumulative statistics and is adapted individually. The fMAPLR approach, in contrast, is ‘global’, which means that all the Gaussian components share the same transform (we do not consider component-based fMAPLR in this study). Another difference is that the MAP approach adapts the mean vectors only (at least in most UBM-GMM systems), while the fMAPLR adapts both the means and the covariances. These differences lead to unique behavior with each approach, and we assume they are complementary and thus can be combined. Specifically, the fMAPLR is used to incrementally update the transform which is then applied to transform the training/verification speech. Based on the transformed speech, the MAP-based sequential UBM-GMM adaptation is conducted. By this combination, we can utilize the advantage of fMAPLR in terms of its parsimonious parameters and the advantage of MAP in terms of its detailed adaptation. The experimental results demonstrate that this combination leads to considerable performance gains. The MAP-fMAPLR sequential adaptation is shown in Figure 2.

5. Experiments

5.1. Database and configurations

We conduct the experiments on a time-varying database [18] which involves 60 speakers (30 males and 30 females) record-
ed with a desktop microphone from 2010 to 2012. The sampling rate of the signals is 8 kHz and the sample size is 16 bits. For each speaker, 100 Chinese utterances were recorded. The enrollment utterances are about 20 seconds in length, and the verification utterances are of 5-10 seconds. The 16-dimensional Mel frequency cepstral coefficients (MFCC) plus their first order derivatives are used as the acoustic features. Both the UBM and the speaker models involve 1024 Gaussian components.

In order to test the capability of the sequential approach in learning new channels, we conduct the experiments with two initial UBMs that were trained with databases that are acoustically inconsistent with the enrollment/verification speech: UBM₁ which was trained on 3 hours of desktop microphone speech data (45 males and 38 females), and UBM₂ which was trained on 6 hours of telephone speech data (150 males and 150 females). Clearly, UBM₁ is just slightly mismatched with the operation condition, while UBM₂ is more mismatched.

5.2. Experimental results
We treat the static UBM approach, i.e., without any adaptation once the UBM is delivered, as the baseline. We test the following sequential adaptation approaches:

- **SUBM**: The MAP-based UBM sequential adaptation, reported in [17].
- **SUBM-GMM**: The MAP-based UBM-GMM sequential adaptation, as presented in Section 2.
- **fMAPLR-SPK**: The fMAPLR-based sequential adaptation. Each speaker uses its own fMLLR matrix. This corresponds to the SUBM approach in the MAP style.
- **fMAPLR-LATEST**: The fMAPLR-based sequential adaptation. All speakers use the latest fMLLR matrix. This corresponds to the SUBM-GMM approach in the MAP style.
- **SUBM-GMM + fMAPLR-SPK**: The fMAPLR is used to transform speech signals, based on which SUBM-GMM is conducted. Each speaker uses its own fMLLR matrix.
- **SUBM-GMM + fMAPLR-LATEST**: The fMAPLR is used to transform speech signals, based on which SUBM-GMM is conducted. All speakers use the latest fMLLR matrix.

In our experiment, the elements of the prior covariance vector $\mathbf{\Sigma}_{\text{fSPK}}$ for speaker model adaptation were chosen to be the same value 0.5. In SUBM and SUBM-GMM, the elements of the prior covariance vector $\mathbf{\Sigma}_{\text{UBM}}$ for the UBM adaptation were chosen to be the same value 0.003. In fMAPLR-SPK and fMAPLR-LATEST, the prior parameter $r$ was chosen to be $10^3$. These values were selected to optimize the performance. We see that the prior for the UBM adaptation, either with MAP or fMAPLR, is much stronger than the prior for the speaker model adaptation, which yields a slow but stable adaptation to the channel character.

The verification performance is evaluated in terms of the EER. The results with UBM₁ and UBM₂ as the initial models are presented in Table 1 and Table 2 respectively. We first observe that for both UBM₁ and UBM₂, the MAP-based sequential adaptation approaches, both SUBM and SUBM-GMM, lead to significant EER reduction, particularly with the SUBM-GMM approach. The fMAPLR approach is less effective, particularly for UBM₂, the improvement is marginal. This might be attributed to the fact that UBM₁ was trained on data recorded with desktop microphones and therefore is less mismatched with the operation environment than UBM₂. This less mismatch leads to less effectiveness of the sequential adaptation technique, particularly with fMAPLR which is global and thus limited in thorough adaptation. Nevertheless, combining the fMAPLR with the MAP leads to the best performance, confirming our conjecture that these two approaches are complementary.

6. Conclusions
This paper extended our previous study on sequential UBM adaptation. We proposed to apply the sequential approach to adapt speaker models, and comparatively studied two adaptation methods based on MAP and fMAPLR respectively. We find that the MAP-based approach is more effective than the fMAPLR-based approach, and they are complementary so can be combined. This study leads to a relative EER reduction of 25% for a slightly mismatched UBM and 39% for a more mismatched UBM. Further work involves study of sequential adaptation based on component-dependent fMAPLR.
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