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Jeff Berry¹, Andrew Kolb², Cassandra North², and Michael T. Johnson²

¹Marquette University Speech Pathology & Audiology, Milwaukee, WI, USA
²Marquette University Electrical and Computer Engineering, Milwaukee, WI, USA

jeffrey.berry@marquette.edu

Abstract

Broadening our understanding of the components and processes of speech sensorimotor learning is crucial to furthering methods of speech neurorehabilitation. Recent research in limb sensorimotor control has used virtual environments to study learning in novel sensorimotor working spaces. Comparable experimental paradigms have yet to be undertaken to study speech learning. We present acoustic and kinematic data obtained from participants producing vowels in unfamiliar articulatory-acoustic working spaces using a virtual vocal tract. Talkers with dysarthria and healthy controls were asked to produce vowels using an electromagnetic articulograph-driven speech synthesizer for participant-controlled auditory feedback. The aim of the work was to characterize performance within and between groups to generate hypotheses regarding experimental manipulations that may bolster our understanding of speech sensorimotor learning. Results indicate that dysarthric talkers displayed relatively reduced acoustic working spaces and somewhat more variable acoustic targets compared to controls. Kinematic measures of articulatory dynamics, particularly peak speed and movement jerk-cost, were idiosyncratic and did not dissociate talker groups. These findings suggest that individuals with dysarthria and healthy talkers may use idiosyncratic movement strategies in learning to control a virtual vocal tract, but that dysarthric talkers may nonetheless exhibit acoustic limitations that parallel deficits in speech intelligibility.

Index Terms: sensorimotor learning, auditory feedback, dysarthria, articulatory resynthesis.

1. Introduction

Broadening our understanding of the components and processes of speech sensorimotor learning is crucial to forwarding methods of speech neurorehabilitation. Research into the nature of articulatory adaptations elicited in normal talkers through conventional acoustic feedback is well-developed and clearly establishes that auditory feedback manipulations can affect articulation [1]. Moreover, these sensorimotor adaptations cannot be consciously controlled [2]. Formant frequency patterns can be used as measures to reflect articulator movements and provide sensory goals for articulatory movements of vowels [3, 4]. Perceived shifts in formant patterns can evoke real time compensatory changes in articulator movement patterns in typically-functioning talkers [5-8]. For example, lowering the perceived value of the first formant (F1) frequency evokes adaptive changes in articulation that compensate for the perceived sensory error by raising F1. In vowel contexts, a perceived decrease in F1 evokes compensation in the form of a relatively lower tongue position (higher F1) [5]. Currently, very little work has addressed the mechanisms of auditory feedback in disordered talkers [9, 10]. Moreover, the literature on speech-related influences of auditory feedback has focused on articulatory changes resulting from acoustic perturbations within a talker’s familiar acoustic working space. The current work is novel in that the acoustic working space utilized by participants is wholly unfamiliar, reflecting a completely different vowel-acoustic space, presumably requiring the development of a novel sensorimotor calibration using novel auditory-acoustic targets for the production of speech sounds.

Haith and Krakauer [11] suggest that, while the bulk of sensorimotor learning research has utilized paradigms examining sensorimotor adaptations resulting from perturbations to familiar sensory targets, learning sensorimotor control within an unfamiliar sensory working space (with or without perturbation) is characteristic of much real human experience and a poignant research consideration. Several researchers have studied limb sensorimotor control using virtual environments to create novel sensorimotor working spaces [12-16]. However, the study of sensorimotor learning in unfamiliar sensory environments has yet to be undertaken for the auditory-motor transformations that are important to speech sensorimotor learning.

We present kinematic and acoustic data describing participant efforts to produce vowel sounds within an unfamiliar articulatory-acoustic working space using a virtual vocal tract. Typically-functioning participants and participants with dysarthria were asked to produce vowels using an electromagnetic articulograph (EMA) driven articulatory speech synthesizer to provide participant-controlled auditory feedback. The aim of this work is to characterize performance similarities and differences within and between groups to generate hypotheses regarding future experimental manipulations that may support neurorehabilitation. While typical methods for eliciting involuntary speech sensorimotor adaptations using LPC resynthesis are not viable for many individuals with dysarthria because they require robust a speech-acoustic signal from the participant, the current “virtual vocal tract” method provides a viable alternative for eliciting sensorimotor adaptation that circumvents this limitation [17].

2. Methods

The NDI Wave EMA system was used to register the real time movements of the tongue, lips, and jaw (see Figure 1). Five sensors were attached along the midsagittal plane (two on the dorsal surface of the tongue, one on each lip, and one at the...
The juncture of the central mandibular incisors near the gingival border. Reference sensors corrected for participant head movements. Sensor movements were transformed into control parameters for an articulatory speech synthesizer [18, 19]. The mathematical method for transforming articulator movements was speaker-independent, though speaker-specific calibrations based on differences in the available physical working space within the oral cavity were necessary. The “speech” heard by all participants was indistinguishable since the acoustic vowel space defining the novel auditory-sensory working space was the same for all participants except for subtle differences in vowel quality reflecting idiosyncrasies in articulatory movement and differences in proficiency between participants in reliably controlling the synthesizer.

<table>
<thead>
<tr>
<th>Participant speaks with EMA sensors</th>
<th>Speech synthesizer is triggered by participant’s movements</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1 (the “on-glide”)</td>
<td>F2 (the “off-glide”)</td>
</tr>
<tr>
<td>Tongue Position (1)</td>
<td>Vocal Height (2)</td>
</tr>
<tr>
<td>Tongue Height (3)</td>
<td>Jaw Position (4)</td>
</tr>
<tr>
<td>Jaw Height (5)</td>
<td>Labial Aperture (6)</td>
</tr>
<tr>
<td>Labial Distance (7)</td>
<td>Lip Position (8)</td>
</tr>
<tr>
<td>Lip Position (9)</td>
<td>Lip Distance (10)</td>
</tr>
</tbody>
</table>

Figure 1: Schematic of EMA-driven articulatory synthesis.

Four typically-functioning speakers and four speakers with dysarthria completed the experimental protocol. All participants in the dysarthria group met the inclusionary criteria of being survivors of traumatic brain injury with functionally significant speech-intelligibility deficits [20], no indicated deficits in speech discrimination [21], and sufficient sustained attention and short-term auditory memory to participate in the experiment [22]. All participants passed a brief audiometric pure-tone screening to assure hearing was within functional limits. Participants read and signed informed consent documents. All procedures and documentation were approved by the Institutional Review Board of Marquette University. Each participant received a $50 cash incentive for participating in the approximately two hour experimental process.

EMA sensors were adhered to the articulators using Periacyl™ adhesive (Glustich Inc., Delta, BC, Canada). To improve the duration and reliability of sensor adhesion, lingual sensors were bonded with small squares of silk between the sensor and lingual surfaces. Similarly, labial sensors had 2 mm diameter circles of Super Poligrip Strips® denture wax (GlaxoSmithKline Consumer Healthcare L.P.) and the dental sensor had a 3 x 5 mm strip of Stomahesive® periostomal barrier (ConvaTec, Skillman, NJ, USA) used as intermediaries to support adhesion. Five articulatory sensors were used for each participant (central mandibular incisors, lower lip, upper lip, tongue dorsum, and tongue blade sensors were all placed approximately in the mid sagittal plane).

Participants were seated in a non-metallic chair (constructed primarily of polyvinyl chloride) with the field generator for the NDI Wave EMA system positioned approximately 5 cm from the head in left profile to assure that all sensors fell within the 300mm² field setting of the EMA system. Participants wore a pair of plastic glasses frames with a 6DOF reference sensor attached at midline to allow for use of the EMA system’s automated head movement correction algorithm. A computer screen was positioned approximately 1 m away to display the stimuli “A” and “O”. Participants wore insert earphones through which pink noise was mixed with synthesizer audio feedback. Participants were instructed to use their articulators to control the speech synthesizer in sustaining the indicated vowel sound when it appeared on the screen and for as long as they could hear it. Audio gating was achieved in synchrony with visual cues using MatLab scripts in conjunction with the TransShiftMex (Audapt) software [6]. For each trial, auditory feedback was available for 2.5 s windows with 5 s breaks between adjacent repetitions.

Following preparation, participants were given a period of accommodation to the EMA sensors, during which they spoke casually with the experimenter and lab staff and read a paragraph of text to become accustomed to the size and location of the text-prompted stimuli. Next a series of “calibration” maneuvers was recorded to define the physical limits of each participant’s kinematic working space and obtain a viable mapping to the virtual vocal tract. Calibration maneuvers included: exaggerated CV reps, maximum jaw wags, maximum lip protrusions and retractions, and sustained corner vowels. The mapping was determined adequate if the participant was able to achieve a reasonable approximation of the target vowel qualities within a few attempts without repeated, complete constriction of the virtual articulators. This approach assured that participant articulatory movements would affect the synthesized sound without mapping directly onto their own speech articulation. Thus, the articulation required to produce a particular vowel was novel, requiring participants to learn to control the unfamiliar articulatory-acoustic working space. Once the calibration process was completed the baseline experiment was initiated. Participants were asked to produce 80 (total) repetitions of each /e/ and /o/ using only the synthesized speech for auditory feedback. The experiment required a total of 80 vowel productions and lasted approximately 30 minutes.

1st and 2nd formant frequency measures (F1 & F2) were obtained from the synthesized productions using the TF32 software [23]. Formant tracks were obtained via pitch-synchronous LPC (26 coefficients). All spectrograms were analyzed with a 300 Hz bandwidth. Given the very robust signal generated by the articulatory synthesizer, formant tracking errors were rarely apparent. When such errors occurred, F1 and F2 values were manually corrected within visualized windows of approximately 500 ms and a frequency range around 5 kHz. Indices were placed around an approximately 100 ms span characterized by a steady state F1 and F2 (the “off-glide” for /e/). Formant values were averaged within this window to obtain formant frequency values. Kinematic measures of performance included: 1) overall sensor working space (calculated per vowel based on the area of a convex hull circumscribing all sensor positions); 2) peak sensor speed (calculated per repetition using a 3-point central difference method); and 3) movement jerk-cost.

3. Results

Figure 2 illustrates all of the acoustic values in Hertz and positions of the participants’ articulations. The values are distinguished by both vowel sound and by group. Vowels are represented by triangles and circles for /e/ and /o/, respectively. The control group is represented by green and
yellow, for /e/ and /o/, respectively and the dysarthria group is represented by red and black, for /e/ and /o/, respectively. The axes in Figure 1 are oriented to represent an approximation of the articulatory vowel space. The inverted F1 axis represents the tongue height, while F2 represents tongue advancement. As such, since /e/ is classified as a high front vowel, one would expect it to appear in the upper right quadrant (low F1, high F2) on this figure. Qualitative analysis of these formant values reveals distinct vowel positions for /e/ and /o/ for the typically-functional speakers. When looking at the values for the speakers with dysarthria, more overlap between the vowel positions is evident, which illustrates less discriminant and more centralized vowels.

![Figure 1: Articulatory vowel space](image)

Table 1: Individual mean (SD) formant “target” values (Hz).

<table>
<thead>
<tr>
<th></th>
<th>/e/</th>
<th>/o/</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>F2</td>
<td>F1</td>
</tr>
<tr>
<td>S4- D</td>
<td>461</td>
<td>1758</td>
</tr>
<tr>
<td>S6- D</td>
<td>586</td>
<td>1612</td>
</tr>
<tr>
<td>S8- D</td>
<td>325</td>
<td>1940</td>
</tr>
<tr>
<td>S9- D</td>
<td>563</td>
<td>1588</td>
</tr>
<tr>
<td>DYSARTHRIA GROUP MEANS</td>
<td>476</td>
<td>1738</td>
</tr>
<tr>
<td>S2- C</td>
<td>445</td>
<td>1995</td>
</tr>
<tr>
<td>S1- C</td>
<td>452</td>
<td>1930</td>
</tr>
<tr>
<td>S7- C</td>
<td>392</td>
<td>2011</td>
</tr>
<tr>
<td>S8- C</td>
<td>393</td>
<td>1956</td>
</tr>
<tr>
<td>CONTROL GROUP MEANS</td>
<td>420</td>
<td>1973</td>
</tr>
<tr>
<td>GROUP DIFFERENCES</td>
<td>56*</td>
<td>-235*</td>
</tr>
</tbody>
</table>

Table 1 contains all of the individual mean and standard deviation (SD) values of F1 and F2 for both /e/ and /o/. It also contains the group mean and standard deviation values, as well as the group differences. The dysarthria group produced F1 for /e/ 56Hz higher and with more variability (58Hz greater SD). On average, the dysarthria group produced F1 of /o/ 13Hz higher than the controls. For F2 of /e/, the dysarthria group produced it 235Hz lower and again with more variability (84Hz greater SD) than the controls. For F2 of /o/, the dysarthria group was 39Hz higher. Levene’s test of homogeneity of variance indicated significantly greater variability among the dysarthria group for /e/ measures (p<0.001), but no differences in variability between groups for /o/ measures. Independent samples t-tests were completed between groups within measure. F1 values for /e/ were significantly higher (t(218.483)=4.748, p<0.001) and F2 values for /e/ were significantly lower (t(243.616)=10.310, p<0.001) for the dysarthria group. F1 values for /o/ did not differ significantly between groups (t(304)=1.435, p=0.150), while F2 values for /o/ were significantly higher for the dysarthria group (t(304)=2.107, p=0.039). Comparison of results from individual participants reveals that some controls were more variable than some individuals with dysarthria.

Acoustic results revealed that both typically-functioning speakers and speakers with dysarthria demonstrated the ability to learn a novel articulator-acoustic mapping and produce discriminable speech sounds. Comparisons of acoustic measures between groups revealed that participants with dysarthria produced significantly more centralized (reduced range of motion) and variable acoustic targets compared to control.

Kinematic measures were analyzed to determine if there were group differences in the dynamics of articulation. Figure 3 shows examples of articulatory working space measures for 4 participants (2 controls, 2 dysarthric). These measures were obtained by determining the area of a convex hull circumscribing all tongue blade sensor movements during articulation of all replicates of each of the two target vowels. Data for /e/ are shown in black and data for /o/ are shown in purple. Differences in articulatory working space were idiosyncratic with no clear group differences in the size of the articulatory space used during the experiment. One qualitative difference that may be group related is the apparently increased overlap between vowels within the dysarthric group.

![Figure 3: Kinematic working space by vowel for 4 participants](image)
Figure 4 shows box and whisker plots describing peak sensor speed across all vowel productions for each participant. The four control talkers are on the left side of the plot and the four dysarthric talkers are on the right side. Participants were clearly highly idiosyncratic with respect to the peak speed of tongue movement. No group differences are apparent for overall peak speed or peak speed variability.

To assess movement irregularity (stability) during the vowel task, a measure of movement jerk was used. Such measures have long been applied to characterizing movement differences resulting from motor disorder. Hogan and Sternad [24] argue that dimensionless measures of jerk that are not contingent on movement duration and amplitude provide superior quantification of movement irregularity. We used a discretized version of the normalized jerk-cost calculation originally presented by Takada et al. [25] for characterizing jaw movement irregularity.

Figure 5 shows box and whisker plots describing normalized jerk-cost across all vowel productions for each participant. The four control talkers are on the left side of the plot and the four dysarthric talkers are on the right side. While the dysarthric group revealed overall larger mean normalized jerk cost values (suggesting greater movement irregularity) this was not a significant result. Moreover, participants were highly idiosyncratic with respect to normalized jerk-cost and normalized jerk-cost variability.

4. Discussion

Taken together, the results of the current study suggest that, while talkers with dysarthria may display limits in the acoustic working space when producing vowels through a virtual vocal tract, kinematic measures reflecting more dynamic aspects of articulation do not appear to clearly dissociate groups during this task. These findings may reflect the possibility that typically-functioning talkers are not necessarily better able than talkers with dysarthria in learning to articulate within a novel articulatory-acoustic working space. Nonetheless, dysarthric talkers appear to maintain acoustic characteristics of the dysarthria that could reflect changes in acceptable auditory-acoustic targets for vowel production, particularly for talkers who are non-functionally unintelligible. It is hypothesized that experiment protocols that perturb the articulatory-acoustic mapping by reducing the acoustic sensitivity of articulatory movement may provide novel insights into sensorimotor learning in dysarthria and may prove useful in bolstering novel approaches to the treatment of dysarthria. A limiting consideration is that auditory-acoustic targets do not completely define the sensory goals of speech and adaptation can be driven by somatosensory perturbations [26, 27]. Moreover, auditory-perceptual processing can also be affected by somatosensory perturbation [28]. At this time, much remains to be elucidated about the integration of different sensory feedback channels in sensorimotor learning [28-30].

5. Conclusions

Results indicate that dysarthric talkers displayed relatively reduced acoustic working spaces and somewhat more variable acoustic targets compared to controls when producing vowels through a virtual vocal tract. Kinematic measures of articulatory dynamics, particularly peak speed and movement jerk-cost, were idiosyncratic and did not dissociate talker groups. These findings suggest that individuals with dysarthria and healthy talkers may use idiosyncratic movement strategies in learning to control a virtual vocal tract, but that dysarthric talkers may nonetheless exhibit acoustic limitations that parallel deficits in speech intelligibility.
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