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Abstract

In this paper, we propose an enhanced adaptive muting method using a sigmoid function, which is based on a parameter tracking technique for the packet loss concealment algorithm of ITU-T G.722 speech codec. The packet loss concealment algorithm performs an adaptive muting to prevent the generation of unnecessary noises or clicks during packet loss recovery. While a conventional muting method applies the sigmoid function to the muting curve and the principal parameters of the sigmoid function are obtained by using a grid search-based training method, in the proposed muting algorithm, the parameters are substantially obtained from the previous good frames using the steepest descent algorithm, which minimizes the error between the desired signal and the reconstructed signal. From experimental results, the proposed adaptive muting method turns out to improve the performance of the conventional muting method under various experimental conditions.
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1. Introduction

Packet loss concealment (PLC), also known as frame error concealment, technology is essential to voice over packet switched networks such as an internet protocol (IP) network. In voice over IP (VoIP) network, the voice signal is packetized at the sender side with regular frame size (e.g., 10 ms) using an encoding algorithm such as ITU-T G.722, G.729, and adaptive multi-rate (AMR) speech codec [1]. The voice packet is then sent over the IP network to the receiver side where it is decoded. During the transmission, IP packets may be lost due to the delay and jitter so that the quality of service (QoS) cannot be guaranteed [2]. Since the voice quality is substantially impaired when a packet loss rate (PLR) is greater than 5%, a relevant PLC algorithm, which reconstructs missing frames, is essential for VoIP applications [3].

One of the standard coding algorithms, ITU-T G.722 speech codec [4] was revised to recommend standard PLC algorithms by adding Appendix III [5] and IV [6]. The PLC algorithm described in Appendix III has higher quality but increases decoding computational complexity, while PLC algorithm described in Appendix IV brings almost no additional complexity compared with G.722 normal decoding. In the G.722 Appendix IV algorithm, which is a linear prediction (LP) based PLC scheme, lost packets are extrapolated based on previously received packets with relevant information such as their LP coefficients (LPCs), signal classification, and the pitch period. Since reconstructing the missing frames often involves clicks or unpleasant noises, especially in the case of consecutive packet losses (i.e., burst error), the PLC algorithm includes a method for adaptive muting at the end of the reconstructed frames. The pre-reconstructed speech signal is multiplied by the pre-defined adaptive muting factor and this muting factor is gradually decreased as more consecutive packet losses occur. Also, the muting is applied differently according to the class of the signal using a pre-determined fixed curve. Recently, an adaptive muting method using a sigmoid function to determine the adaptive muting curve was developed [7] in which the shape of the sigmoid function is determined by core parameters chosen to minimize the error between the desired signal and the reconstructed signal during the training phase. In training, the grid search technique was employed to determine optimal values of the parameters within the search space in the off-line process. The optimized sigmoid function is then applied to the muting curve to enhance the quality of the reconstructed speech signal. Although this method improves the speech quality without introducing additional algorithmic delay and redundancies, the values of parameters obtained from training dominantly depend on the training database and are not changed after they are determined once so that they cannot characterize short-time variation in speech.

In this paper, we propose an enhanced adaptive muting method using the sigmoid function, which is determined based on the steepest descent criterion. The parameters of the sigmoid function obtained from previous good frames using the steepest descent algorithm [8], which minimizes the error between the desired signal and the reconstructed signal, are used for the current missing frame for adaptive muting. Main premise behind our technique is that the reconstruction is performed to find optimal parameters of the sigmoid function even in each good frame even though the packet loss does not occur during good frames. Notice that the core parameters of the sigmoid function are changing in time adaptively according to error minimization criterion and the training process is unnecessary, which indicates they do not depend on the established database. According to the simulation results, it is found that the proposed method outperforms the original muting method in G.722 Appendix IV and conventional muting method [7] in terms of various speech quality measures.

The rest of the paper is organized as follows: Section 2 briefly reviews the previous adaptive muting methods including the original method in G.722 App. IV and conventional method in [7], and Section 3 describes the proposed adaptive muting method. After simulation results are presented in Section 4, the paper is concluded in Section 5.

2. Review of Previous Methods

Since the proposed algorithm is mainly based on ITU-T G.722, we briefly review the previous PLC works. The PLC algorithm stated in Appendix IV of ITU-T G.722 [6] corresponds to a
receiver-based scheme as introduced in Section 1, where the information is originated from the packet previously received. The encoder is thus not necessary to be modified, but the decoder is slightly changed by adding a PLC mechanism. Note that the terms “frame” and “packet” are used interchangeably in this paper. The ITU-T G.722 codec belongs to the type of sub-band adaptive differential pulse code modulation (SB-ADPCM), thereby splitting the frequency band into two sub-bands (a lower band and a higher band). Since the operation in the higher band is included in that of the lower band, we focus in this paper on describing the operation of the PLC algorithm at the lower band only. For easy comprehension, Fig. 1 is prepared to show the lower-band LPC-based pitch repetition block diagram of the G.722 decoder incorporating the PLC algorithm [6]. At first, when packet loss occurs, the reconstructed lower-band signal $y_l(n)$ is extrapolated through the LPC-based pitch repetition block using the past valid lower-band signal $z_l(n)$. Specifically, the pre-reconstructed lower-band signal $y_{l,\text{pre}}(n)$, which is prior to the adaptive muting, is synthesized by using $z_l(n)$. Therefore, unpleasant noises or clicks are generated especially in consecutive packet losses if $y_{l,\text{pre}}(n)$ is used directly. Accordingly, the adaptive muting method is devised in the final step of the PLC algorithm to reduce the effect of the unpleasant noises or clicks. Considering the adaptive muting mechanism, the reconstructed lower-band signal $y_l(n)$ is represented as

$$y_l(n) = G(n) \cdot y_{l,\text{pre}}(n)$$

where $G(n)$ denotes the adaptive muting factor, which has a value between 1 and 0. As given in (1), the pre-reconstructed lower-band signal $y_{l,\text{pre}}(n)$ is multiplied by the adaptive muting factor on a sample-by-sample basis. In the original muting method [6], the adaptive muting factor is differently applied according to the class of the signal determined in the G.722 decoder. While the *transient* and *UV transition* classes correspond to a transient period with large energy variation and a transition between voiced and unvoiced signals, respectively, the *other cases* class includes unvoiced, weakly voiced, and voiced signals, which are the superior candidates for extrapolation because the perceived quality of reconstructed speech largely depends on this type of the signal [6]. Furthermore, the adaptive muting factor decreases to zero after 320 samples (corresponding to four packets in the lower band), producing silence and thereby preventing the generation of an unpleasant noises or clicks when more than four packets are missed.

Our recent algorithm [7] applies the two-parameter sigmoid function to the muting curve to offer more flexibility to the shape of the muting curve than that of the original muting curve, which is the linear and discontinuous. Optimal values of the parameters of the sigmoid function are then selected according to the grid search, which is a simple exhaustive search method to find an optimal point in a manually specified parameter space according to a given error criterion. The muting curve of the conventional method is applied linearly and continuously between successive frames with a higher freedom given in [7]. It is noted that the *other cases* class has the dominant impact on the quality of reconstructed speech among the classes of the signal, the sigmoid function as the muting curve is only used for *other cases* class to reduce the training time. Although this method effectively implements the adaptive muting so that speech quality substantially is improved without introducing additional algorithmic delay and redundancies, the principal parameters of the sigmoid function are dominantly affected by the speech database since they are obtained from the grid search-based training process. Furthermore, the parameters will not be changed after they are determined once and thus these may not be adequate for the short-time evolution of speech. Note that, these adaptive muting methods are inherently applied to the higher band in the same manner of the lower band. As a result, the reconstructed signals of the lower band and higher band are combined into the wideband decoded signal $y(n)$ through the quadrature mirror filter (QMF) synthesis filterbank.

### 3. Proposed Adaptive Muting Method

We present an enhanced muting algorithm, which uses the sigmoid function incorporating the parameter tracking technique via the steepest descent criterion [8]. The parameters of the sigmoid function are updated by using the steepest descent method at the previous good frames by assuming intentionally the good frame as the missing frame. Subsequently, the parameters of the sigmoid function obtained from the previous good frames are used for the adaptive muting mechanism when packet loss occurs at the current frame. As shown in Fig. 2, the proposed adaptive muting method can be explained through the flow chart. If the signals at $i$th frame $z_l(n)$ $(0 \leq n < 80)$ is firstly good frame, it passes through the LP-based pitch repetition block where the lower-band pre-reconstructed signal $y_{l,\text{pre}}(n)$ can be obtained as shown in Fig. 1. Since the signals at $i$th frame $z_l(n)$ is the good frame, it is able to regard the signal $z_l(n)$ as the desired signal $dl(n)$. Therefore, the parameters of
the sigmoid function can be updated by using the steepest descent criterion which minimizes the error between the desired signal $d(n)$ and reconstructed signal $y_l(n)$. On the other hand, if the signals at $n$th frame $z_l(n)$ belongs to the missing frame, the lower-band reconstructed signal $y_l(n)$ is extrapolated through the PLC algorithm with the proposed adaptive muting method using the parameters of the sigmoid function updated at the previous good frame. For the muting curve, we adopt the following two-parameter sigmoid function such that

$$G(n) = \frac{1 + \alpha e^{-\beta n}}{1 + \alpha e^{-\beta (n-n_0)}} , \quad 0 \leq n < 320 \quad (2)$$

where $\alpha$ and $\beta$ denote sloping parameters of the sigmoid function, and $n_0$ means an offset, respectively. It is noted that $G(0) = 1$. Also, $G(n)$ becomes zero after 320 samples in common with the previous methods [6], [7]. This function, which has non-linear and continuous characteristics, can offer more flexibility to the shape of muting curve than that of the original muting curve.

We then perform the update mechanism for the parameters $\alpha$ and $\beta$ in order for the proposed adaptive muting curve to be a best model for the desired signal. If the every good frame before packet loss occurs is assumed intentionally as a missing frame, the desired signal is equal to the received signal at a good frame and the pre-reconstructed signal $y_{pre}(n)$ is obtained from the LP-based pitch repetition. Since the desired signal is known, the estimation error $e(n)$ of the good frame can be expressed as

$$e(n) = d(n) - y_l(n)$$

$$= d(n) - G(n) \cdot y_{pre}(n)$$

$$= d(n) - \frac{1 + \alpha e^{-\beta n}}{1 + \alpha e^{-\beta (n-n_0)}} \cdot y_{pre}(n) \quad (3)$$

where $d(n)$ and $y_l(n)$ denote the lower-band desired signal and the lower-band reconstructed signal, respectively. The cost function in terms of the squared error between desired signal and reconstructed signal incorporating the muting curve can be expressed as

$$J(\alpha, \beta) = \left[ e(n) \right]^2 = \left[ d(n) - \frac{1 + \alpha e^{-\beta n}}{1 + \alpha e^{-\beta (n-n_0)}} \cdot y_{pre}(n) \right]^2 \quad (4)$$

Since (4) contains two unknowns, i.e., $\alpha$, $\beta$, we apply the steepest descent criterion to minimize (4) for the two parameters. Thus, the following update formulas for $\alpha$ and $\beta$ with the factors for controlling step size, $\mu_\alpha$ and $\mu_\beta$, is obtained:

$$\alpha_{n+1} = \alpha_n - \frac{\mu_\alpha}{\alpha_n} \cdot \frac{\partial J(\alpha, \beta)}{\partial \alpha} \bigg|_{\alpha = \alpha_n}$$

$$= \alpha_n + \mu_\alpha \cdot e(n) \cdot y_{pre}(n) \cdot \frac{\partial G(\alpha, \beta)}{\partial \alpha} \bigg|_{\alpha = \alpha_n} \quad (5)$$

where $\partial G(\alpha, \beta)/\partial \alpha$ is shown in (6)

$$\frac{\partial G(\alpha, \beta)}{\partial \alpha} = \frac{1}{\epsilon^{\beta n_0} (\alpha e^{\beta (n-n_0)} + 1)^2} \cdot e^{\beta (n-n_0)} \frac{\alpha}{\epsilon^{\beta n_0} + 1} \frac{\alpha e^{\beta (n-n_0)} + 1}{(\alpha e^{\beta (n-n_0)} + 1)^2} \frac{\alpha e^{\beta (n-n_0)} + 1}{(\alpha e^{\beta (n-n_0)} + 1)^2} \quad (6)$$

and

$$\beta_{n+1} = \beta_n - \frac{\mu_\beta}{\beta_n} \cdot \frac{\partial J(\alpha, \beta)}{\partial \beta} \bigg|_{\beta = \beta_n}$$

$$= \beta_n + \mu_\beta \cdot e(n) \cdot y_{pre}(n) \cdot \frac{\partial G(\alpha, \beta)}{\partial \beta} \bigg|_{\beta = \beta_n} \quad (7)$$

In time, $\partial G(\alpha, \beta)/\partial \beta$ is given by

$$\frac{\partial G(\alpha, \beta)}{\partial \beta} = \frac{\epsilon^{\beta n_0} \frac{\alpha}{\epsilon^{\beta n_0} + 1}}{(\alpha e^{\beta (n-n_0)} + 1)^2}$$

Note that the above iterations for $\alpha$ and $\beta$ are performed in an on-line fashion, i.e., sample-by-sample basis, which implies for each input sample, $\alpha$ and $\beta$ are updated once for each input sample. When $\alpha$ is updated, the value of $\beta$ from the last iteration is used as required by (5) and (7), respectively. Since all the updates are given in an explicit form, the computation of $\alpha$ and $\beta$ can be easily implemented, and these updated parameters are used for the adaptive muting mechanism when packet loss occurs. To simulate the proposed muting method using the steepest descent criterion without causing computation overflow, $n_0$ is set to be 150 which was determined based on the grid search method [7], and the values of $\alpha$ and $\beta$ are limited to be $0.1 \leq \alpha \leq 1.0$ and $0.01 \leq \beta \leq 1.00$ by considering the reasonable shape of the sigmoid function, the slope of which is not rapidly decreasing or not zero. It is noted that the values of parameters of the sigmoid function are changed adaptively with the error minimization criterion so that the training process turns out to be unnecessary. Also, the proposed method can be applied to all signal class types, whereas the conventional method [7] is applied to the other cases class only.

### 4. Experiments and Results

To verify the performance of our proposed algorithm, we compare the proposed method with the original muting method in G.722 Appendix IV and the conventional muting method in [7] in condition of various PLRs. In addition, to illustrate the importance of muting mechanisms in VoIP applications, we analyzed the waveform results obtained from without the muting scheme. For these experiments, we chose 100 phrases spoken in Korean by four males and four female speakers from the NTT speech database [9]. In the algorithm we implemented, the speech phrases was sampled at 16 kHz and random packet (frame) losses were inserted at various rates by using the error insertion device in ITU-T G.191 software tool with zero bit error rate and 0.5 of burst factor [10]. Also, these phrases were separately partitioned into 30 percent used as test and 70 percent used as training for implementing the conventional method.

Fig. 3 shows the waveforms of the desired speech signal, which is decoded without any packet losses and the decoded speech signal using the methods without muting scheme, the original muting method, the conventional muting method, and the proposed muting method during the packet loss period from 0.01 sec to 0.05 sec. In Fig. 3(a), the same waveform was repeated in the consecutive packet losses, possibly leading to perceptually annoying artifacts. In Fig. 3(b), the waveform was over-muted, which causes the degradation of speech quality. On the other hand, the waveform of Fig. 3(d) was much more similar to the desired speech signal in comparison to the other. Specifically, the waveform of the proposed muting method in Fig. 3(d) was slightly better in fitting to the desired speech signal than it of the conventional muting method depicted in Fig. 3(c), which implies the parameters of sigmoid function obtained from the previous good frame are better modeling for the muting curve than that obtained from training process incorporating the grid search.
The above methods were evaluated with objective speech quality measures including segmental signal-to-noise ratio (SNR), perceptual evaluation of speech quality (PESQ), and composite measure \( C_{ovl} \) [11]. As Table 1 summarizes the overall results, it is seen that the proposed method outperformed the existing approaches in terms of the segmental SNR, PESQ, and composite measure \( C_{ovl} \) over various PLRs. This implies that the proposed algorithm using the on-line optimized parameters is better in modeling the sigmoid function-based muting curve. In addition, to validate the objective quality tests, we performed a subjective quality test, namely the mean opinion score (MOS) [12]. For this subjective test, ten Korean listeners with normal hearing score their respective subjective opinions on the quality of each sentence, using one of the following points: 5 (Excellent), 4 (Good), 3 (Fair), 2 (Poor), and 1 (Bad). The results of the subjective quality test were similar to those of the objective quality test as shown in Table 1. A comparison of overall simulation results shows that the proposed muting method yielded the improved quality compared to the original and conventional muting methods. In particular, the performance gain increased as the PLR increased. This observation confirmed the robust performance of the proposed algorithm in various network conditions.

### 5. Conclusions

In this paper, we proposed an enhanced adaptive muting algorithm, a part of ITU-T G.722 Appendix IV, using the sigmoid function. The principal contribution of this paper is minimizing the error between the desired speech signal and the reconstructed signal using the sigmoid function in the process of determining the adaptive muting factor. To obtain the parameters of the sigmoid function, the steepest descent criterion is applied to the previous good frame and these parameters are used for adaptive muting when packet loss actually occurs. The performance of the proposed approach has been found superior to that of the previous methods through the extensive experiment results.
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