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Abstract

One of the challenges in automatic speech recognition is foreign words recognition. It is observed that a speaker’s pronunciation of a foreign word is influenced by his native language knowledge, and such phenomenon is known as the effect of language transfer. This paper focuses on examining the phonetic effect of language transfer in automatic speech recognition. A set of lexical rules is proposed to convert an English word into Mandarin phonetic representation. In this way, a Mandarin lexicon can be augmented by including English words. Hence, the Mandarin ASR system becomes capable to recognize English words without retraining or re-estimation of the acoustic model parameters. Using the lexicon that derived from the proposed rules, the ASR performance of Mandarin English mixed speech is improved without harming the accuracy of Mandarin only speech. The proposed lexical rules are generalized and they can be directly applied to unseen English words.
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1. Introduction

The performance of automatic speech recognition (ASR) system is often challenged by the variability observed in speakers and speech content. Among the challenges, the task of foreign words recognition attracts researchers’ attention as foreign proper names and popular words are widely used in daily conversation. For example, product names such as iPad and iPhone are frequently used in many languages besides English. It is crucial to recognize such foreign words in the practical applications such as keyword search and dictation.

In this work, the objective of the foreign words recognition task is to use an existing ASR system to recognize the words of different languages occurred in continuous speech. The ASR system is built using speech data of one single language, which is known as native language (L1). The foreign words are from other languages, which are known as target languages (L2). The application scenario of the task assumes that the continuous speech of a native speaker contains a small number of words in L2.

The above mentioned task can be seen as a special case of out-of-vocabulary (OOV) problem. However, foreign words recognition is more challenging than recognizing OOV words of the same language as i) L2 words usually originate from a phonetic system which is different from L1; ii) Higher variability is observed in L2 words’ pronunciations as the pronunciations are greatly impacted by the language background of the L1 speaker [1]. If the speaker has limited knowledge of L2 or low proficiency, he may speak L2 in a nativized way [2]. Hence, the existing work on OOV cannot be directly applied to recognize foreign words.

The problem of foreign words recognition is also referred as code-mixing [3]. The existing studies can be grouped into 2 categories: acoustic modeling and pronunciation modeling. Acoustic modeling is to incorporate foreign acoustic characteristics into L1 acoustic models. In [4], English phoneme models are combined with German acoustic model inventory to recognize the English words that occurred in German speech. A bilingual acoustic model is proposed in [5] for recognizing both English and Mandarin words. A small amount of non-native data is utilized in [6] to adapt the acoustic model for better accuracy on non-native speech recognition. These methods usually require a certain amount of transcribed training data in order to train or adapt the acoustic models.

Pronunciation modeling in foreign words recognition is to augment the original L1 lexicon with foreign words. Various pronunciation modeling techniques can be categorized into 2 groups: data driven approach and rule-based approach. In data driven approach, the pronunciations of new words are automatically derived from the training data according to a small seed lexicon [7]. In another attempt, a pronunciation mixture model is proposed in [8] to learn stochastic lexicons from speech data. Moreover, pronunciations of foreign words are learned by performing forced alignment using L1 acoustic model in [9]. Besides the automatic techniques in data driven approach, rule-based methods are also explored in modeling foreign accented speech variants [10]. Syllable-based pronunciation variation rules are generated in [11] to improve the recognition performance. Letter to sound rules are also adopted in [12] to derive pronunciations for foreign words. Various methods improve the performance of the foreign word recognition, however the effect of language transfer is not fully exploited in the existing rule-based pronunciation modeling methods.

This paper proposes a rule-based approach for foreign words pronunciation modeling by studying the effect of language transfer [13, 14, 15, 16]. When a speaker speaks a non-native language (L2), he often applies his knowledge of the native language (L1) to L2. Such phenomena is referred as the effect of language transfer. The language transfer effect is observed when a native Mandarin speaker pronounces English words. For instance, an English word can end with a consonant, while Mandarin words usually end with a vowel or a nasal sound. Hence, when a native Mandarin speaker pronounces an English word which ends with a consonant sound, he may append a vowel sound to the last consonant, e.g., ‘book’ /b u k/’ could be mispronounced as /b u k â/. Based on the study of language transfer, we propose a set of lexical rules to represent English words’ pronunciations using Mandarin phoneme sequences.
The proposed rule-based approach has the following advantages: i) There is no need to retrain acoustic models or re-estimate acoustic parameters. ii) Once the set of rules is generated, the pronunciations of unseen words can be derived automatically. iii) The set of rules can be easily updated without modifying acoustic model and LM.

The remaining portion of the paper is organized as follows: Section 2 introduces the concept of the effect of language transfer. The proposed lexical rules for mapping English words’ pronunciations to Mandarin phoneme sequences are also presented. Section 3 describes the experimental setup. The experimental results and observations are reported in Section 4. Finally, conclusion and future work are given in Section 5.

2. Language Transfer

Language transfer is a psychological phenomenon observed in foreign language acquisition. It refers to the influence resulting from the similarities and differences between the target language (L2), and any other language that has been previously acquired, e.g. mother language (L1) [14, 15, 16]. According to its effects, language transfer can be categorized into positive transfer and negative transfer. Positive transfer occurs when similar language characteristics are shared between L1 and L2, learners can easily apply his knowledge of L1 on L2. For example, the English phoneme /a:/ (e.g. bar) is close to Mandarin vowel ‘a’ (e.g. ba), hence it is straightforward for a native Mandarin speaker to pronounce /a:/ in English.

Negative transfer occurs when L1 and L2 have different interpretations on certain language characteristics. Under such scenario, the learner may make errors if he applies the L1 rules on L2. For instance, /a/ (e.g. cut) sound does not exist in Mandarin phonological system. A native Mandarin speaker may mispronounce /a/ with ‘a’ (or /a:/).

In this work, we focus on the ASR of Mandarin speech mixed with English words. When a native Mandarin speaker speaks English words (e.g. iPhone, Windows), his pronunciations of the English words could be impacted by the effects of language transfer from his Chinese knowledge. Inspired by the effect of negative transfer, this work explores a way to recognize English words using the existing Mandarin ASR system without updating the acoustic model. We propose to model native Mandarin speakers’ English pronunciations by using a set of rules. These rules are derived by considering the effects of Chinese to English language transfer.

Different levels of language transfer are observed in the study of second language acquisition, for example, phonetic, grammatical, lexical and pragmatic level. In this paper, we focus on phonetic aspect of language transfer in English pronunciation modeling.

2.1. Phonology difference in Mandarin and English

Mandarin Chinese and English belong to different language families. English is a Germanic language while Mandarin Chinese is from the Sino-Tibetan language family. They have different phonological structures, and Table 1 summarizes the major phonological differences between Mandarin and English [17].

<table>
<thead>
<tr>
<th>Phonological structure</th>
<th>Mandarin</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>Words</td>
<td>Monosyllabic</td>
<td>Multisyllabic</td>
</tr>
<tr>
<td>Tone</td>
<td>5 tones (including neutral tone)</td>
<td>No tone</td>
</tr>
<tr>
<td>Syllable structure</td>
<td>(C)(G)V(N)</td>
<td>(C)(C)(V)(C)(C)(C)(C)</td>
</tr>
<tr>
<td>Syllables</td>
<td>Consonant clusters are not allowed</td>
<td>Clusters of consonants, e.g., establish</td>
</tr>
<tr>
<td>Final consonant</td>
<td>Generally not allowed</td>
<td>Allowed except /h/, e.g., mass, pad</td>
</tr>
</tbody>
</table>

In ASR, Mandarin Chinese and English are also different in numbers of phonemes. In CMU dictionary [18], 39 English phonemes are defined, excluding silence model. In Mandarin ASR, different sets of phonemes were examined for acoustic modeling. For example, in [13], 64 toneless initial-final units (excluding silence and garbage models) were used to build ASR system. In another system [19], researchers defined 36 toneless monophones hence to reduce the complexity of the acoustic model. Due to the differences between Mandarin and English phonological systems, some English phonemes do not appear in the Mandarin, e.g. sound /θ/ (or /TH/ in CMU dictionary) in word thin does not exist in Mandarin phonological system. Hence, to assign a Mandarin phoneme sequence to an English word, a close Mandarin phoneme should be selected to substitute the corresponding English phoneme.

In the next section, a few guidelines are described to map each English phoneme to a Mandarin phoneme.

2.2. General phoneme mapping

One of the simplest ways to assign Mandarin phoneme sequences to English words is mapping each English phoneme to the closest Mandarin phoneme [20]. To identify the closest phoneme, the following criteria are used as guidelines: i) Both the English phoneme and its corresponding Mandarin phoneme should be from the same phonetic groups, e.g., vowel, consonant and nasal. ii) When pronouncing the phonemes, the mouth and tongue positions should be similar. Table 2 shows the phonemes mapping table from English to Mandarin. The English phonemes definition follows the CMU dictionary [18], and the corresponding Mandarin phonemes are shown as basic units in Chinese Pinyin.

2.3. Mapping rules by considering L1 transfer

In Table 2, many of phonemes in the 4 consonant categories and nasal sounds are common in both English and Mandarin, hence such English phonemes are mapped to the corresponding Chinese Pinyin syllables/phonemes. However, due to the effect of negative language transfer, 2 issues can be observed on i) consonants not followed by vowels, and ii) nasal sounds not followed by vowels. The next sections discuss the 2 issues in details, and the English phoneme notations in the below examples follow the CMU definition [18] instead of IPA.
Table 2: Direct mapping from English phonemes to Chinese Pinyin.

<table>
<thead>
<tr>
<th>English phonemes as defined in the CMU dictionary</th>
<th>Chinese Pinyin syllables</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA, AE, AH, AO, AW, AY, EH, ER, EY, OY</td>
<td>ao, ai, a, ao, ao, ai, e, et, ao</td>
<td>open-mouths vowels</td>
</tr>
<tr>
<td>III, IY</td>
<td>1, i</td>
<td>even-teeth vowels</td>
</tr>
<tr>
<td>OW, UH, UW</td>
<td>ou, u, u</td>
<td>close-mouths vowels</td>
</tr>
<tr>
<td>B, D, G, F, P, T, K</td>
<td>b, d, g, p, t, k</td>
<td>plosive consonants</td>
</tr>
<tr>
<td>F, SH, TH, R, HH</td>
<td>f, s, x, s, r, h</td>
<td>fricative consonants</td>
</tr>
<tr>
<td>Z, CH, DH, ZH, JH</td>
<td>z, g, zh, zh, j</td>
<td>affricate consonants</td>
</tr>
<tr>
<td>M, N, NG</td>
<td>m, n, ng</td>
<td>nasal</td>
</tr>
<tr>
<td>L</td>
<td>l</td>
<td>lateral consonants</td>
</tr>
<tr>
<td>V, W, Y</td>
<td>w, w, y</td>
<td>approximants</td>
</tr>
</tbody>
</table>

2.3.1. Consonants not followed by vowels

In Chinese Pinyin, consonants are usually followed by vowels, however, English does not have such constraints. When a native Mandarin speaker pronounces the English words which contains consecutive consonants, i.e. in the form of (C)(C)(C)VC((C)(C)(C)C), he may insert vowel after each consonant. For example, /PT/ may be mispronounced as /pul/ so that the word hope is mispronounced as /H OW P U/ instead of /H OW P/.

To overcome this issue, an extra vowel phoneme is appended to the consonant if a consonant phoneme appears at the end of a word or it is followed by another consonant. For example, when the phonetic sequences of word blog are converted into Chinese Pinyin, the resulting Pinyin syllable sequences before and after considering the effect of L1 transfer are:

/b l a u g/ (direct mapping) /b l a u g u/ (considering effect of L1 transfer).

By applying the above rule, the phonological representations of English words that spoken by native Mandarin speakers are expected to be more accurate.

To recruit more English words into the Mandarin lexicon, a set of mapping rules on 9 English consonant phonemes were learned from a development set as described in Section 3.2. The rules are shown in Table 3. According to their corresponding phonemes in Chinese Pinyin, different vowels are appended by considering the articulatory factors. For example, /T, D, K, G/ are followed by vowel 'i'; /S, Z, CH, DH, ZH, JH/ are followed by vowel 'u'; Phonemes /P, B, T, K/ and /F/ are followed by vowel 'u'.

Table 3: Phonemes mapping by considering the effect of negative L1 transfer.

<table>
<thead>
<tr>
<th>English phonemes</th>
<th>Chinese Pinyin syllables</th>
</tr>
</thead>
<tbody>
<tr>
<td>T, D, K, G</td>
<td>te, de, ke, ge</td>
</tr>
<tr>
<td>P, B</td>
<td>pu, bu</td>
</tr>
<tr>
<td>S, Z</td>
<td>si, zi</td>
</tr>
<tr>
<td>F</td>
<td>tu</td>
</tr>
<tr>
<td>M</td>
<td>mu</td>
</tr>
</tbody>
</table>

2.3.2. Nasal sounds not followed by vowels

The 3 nasal phonemes /M, /N/ and /NG/ in English are similar to the nasal phonemes in Mandarin, except phoneme ‘m’ never appears at the end of a proper Pinyin syllable. For example, the English syllable structure (C)(C)VC(N), is similar to the combined (C)(C)V(N) structure in Chinese, e.g. long is a valid word in English as well as a valid Pinyin syllable. However, ‘m’ normally does not occur at the end of Pinyin syllable while many English words end with ‘m’ sound, e.g. room, chrome, etc. To address the issue of ‘m’, a vowel phoneme ‘u’ is proposed to append with ‘m’ at the end of a word. For example, when the phonetic sequence of word chrome is converted into Chinese Pinyin, the resulting sequences are:

/K R AA M/ (English) /k r ao m/ (direct mapping) /k c r ao m u/ (considering effect of L1 transfer).

Table 3 summarized all the rules observed from the development set, and they can be combined with Table 2. To verify their effectiveness, the rules were applied on the ASR task of recognizing Mandarin utterances which contain English words. The details of the experiments are presented in the next section.

3. Experimental Setup

To validate the effectiveness of the proposed phonemes mapping rules, speech recognition experiments on mixed Mandarin and English utterances were conducted. A Large Vocabulary Continuous Speech Recognition (LVCSR) system was trained using Mandarin-only data and a pre-defined Mandarin lexicon. The phoneme mapping rules were applied to augment the lexicon with common English words, hence the ASR system became capable to recognize Mandarin utterances that contain those English words.

3.1. Mandarin LVCSR system

The Mandarin acoustic model training data was collected from smart phone users in Mainland China. The speakers were from a broad age range and gender balanced. The speech data was recorded in both quiet and noisy environment. It consisted of both read style and spontaneous style speech that recorded from different mobile operating systems such as iOS, Android and others. The data was manually transcribed. The total duration of the data is about 1700 hours, and the sampling rate is 16KHz.

The acoustic feature consists of 13 dimensional MFCC feature, 1 dimensional tone feature, and their derived deltas, acceleration and third-order deltas, resulting in 56 dimensions. The acoustic model contains 175 tonal monophones, and the context-dependent triphones are modeled by 8534 tied states. The final model was trained with deep neural network [21] on top of the model trained using maximum mutual information technique [22]. The Kaldi toolkit [23] was used to build the acoustic model.

The text data used in language model training was from 3 sources: i) text transcription of the acoustic model training set; ii) Chinese website data; iii) Specific domain data such as Sina weibo, Chinese city/place names and addresses. All the text data was segmented according to a lexicon which consisted of about 140K Mandarin words and 26 English alphabets. Finally, a 5-gram LM was developed using the SRILM toolkit [24].
3.2. Development and test data

The development and test data was recorded under the same condition as the acoustic model training data. Both speakers and utterances did not overlap with the acoustic model training data. Table 4 shows the details of the development and test sets. In Dev set, each utterance contains at least one English word. The 200 English words occurred in Dev set were used to generate the phoneme mapping rules.

<table>
<thead>
<tr>
<th>No. Utter.</th>
<th>No. English Words</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dev</td>
<td>20542</td>
<td>200</td>
</tr>
<tr>
<td>Test-E1</td>
<td>20558</td>
<td>200</td>
</tr>
<tr>
<td>Test-E2</td>
<td>4321</td>
<td>99</td>
</tr>
<tr>
<td>Test-C</td>
<td>7999</td>
<td>0</td>
</tr>
</tbody>
</table>

The 3 test sets, namely Test-E1, Test-E2 and Test-C, were used to validate the ASR performance. Each utterance in Test-E1 and Test-E2 contains at least 1 English word. The 200 English words occurred in Test-E1 were as the same as Dev set, while the 99 English words in Test-E2 were never observed in Dev. To study the effect of the augmented lexicon on Mandarin-only speech, Test-C set does not contain English words.

The English words found in the above data sets fall into the following two groups: proper names such as iPad and photoshop, and common words used in oral conversation such as bye and hello.

3.3. Incorporating foreign words in the LM

To elevate the LVCSR system to be able to recognize English words, the English words appeared in the development and test sets were added into the language model by updating the unigram statistics. Each English word was assigned a unified occurrence probability. After adding the English words, the language model was normalized and they can be directly applied to unseen words.

4. Experimental Results

The acoustic model described in Section 3.1 and the language model mentioned in Section 3.3 were used for the experiments. The ASR performance using 3 different lexicons were compared: the original lexicon $L_o$, the augmented lexicon $L_d$ which derived from direct mapping rules in Section 2.2, and the further augmented lexicon $L_t$ which obtained by considering the effect of L1 transfer. The lexicon $L_t$ was extended from $L_d$ by adding extra pronunciation entries to the English words which are qualified for the mapping rules in Section 2.3.

The experimental results are shown in Table 5. The ASR performance is reported in character error rate (CER). In the scoring process, the Chinese words are separated into characters and each English word is considered as one character.

Table 5 shows that the ASR performance on Test-E1 and Test-E2 is improved when the pronunciations of English words are added into the lexicon. The performance using $L_t$ outperforms $L_d$. The results show that incorporating the knowledge of L1 transfer benefits foreign words pronunciation modeling. Furthermore, the improved performance on the open set Test-E2 indicates that the proposed phoneme mapping rules are generalized and they can be directly applied to unseen words.

Moreover, Table 5 indicates that only marginal changes in ASR performance on Mandarin-only set Test-C by using different lexicons. The findings verify that the proposed rule-based approach is effective in recognizing English words without harming the performance of Mandarin-only recognition.

To further analyze the experimental results, we break down the results into Mandarin only and English only sets, as shown in Table 6. The recognition performance of English words is measured by word error rate (WER). It is observed that the ASR performance of both Mandarin characters and English words are improved by using $L_t$ instead of $L_d$. The results are consistent for both Test-E1 and Test-E2 sets. It verifies that the pronunciation modeling is crucial in code-mixing speech data and the accurate pronunciation lexicon improves the recognition accuracy of both native and foreign words.

Table 6 is generally much higher than the Mandarin CER since the English words recognition suffers from high substitution errors. It might be due to the weakness of the LM in modeling English words, as described in Section 3.3.

5. Conclusion and Future Work

In this paper, the effect of language transfer is examined to derive the phonetic mapping rules to model pronunciation of English words using Mandarin phonemes. The ASR performance on mixed Mandarin and English utterances is improved by using lexicon mapping rules that considering the effect of language transfer. The proposed rules are generalized and it can be directly applied to unseen English words.

In the future work, we would like to study the way to combine the proposed rule-based method with the data-driven methods. As the language transfer rule is not able to cover all the pronunciation variations in human speech, we believe the data-driven method helps in providing complementary information for modeling the variation of pronunciations.
6. References


