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Abstract

Reading skills of children can be improved with the help of automatic reading tutors (ART), i.e. interactive software with an appealing interface which supports and challenges the child in the reading task, provides instantaneous feedback and automatically assesses its reading skills. For this purpose, ARTs benefit from automatic speech recognition technology for tracking the child’s responses and detecting reading miscues (errors). In previous work, a novel speech recognition architecture has been proposed which adopts a two-layered structure: first a phone recognizer uses task-independent acoustic and language models to generate a phone lattice which is then decoded using a lexicon of expected words and task-dependent finite state grammars. This approach has shown significant improvements in reading miscue detection. In this paper, we extend this technique by employing a more flexible decoding scheme that allows substitution, deletion and insertion of phones. Specifically, the phone lattice generated in the first layer is extended based on a phone confusion matrix that models the typical phone confusions in a language. The proposed system has provided improved miscue detection on the CHOREC database compared to a baseline system without a phone confusion model.

Index Terms: automatic reading assessment, flavor decoding, reading miscue detection, children’s speech, automatic speech recognition

1. Introduction

Automatic speech recognition (ASR) technology has been recently used as a part of automatic reading tutors (ART) for assessing and improving the reading level of elementary school children [1–5]. ARTs are also used in the diagnosis and treatment of reading difficulties such as dyslexia. With the advances in ASR and since the conventional methods require considerable time and effort, ARTs have been becoming more viable in recent years. Moreover, automated reading assessment performed by ARTs does not suffer from observer bias which is a serious problem in conventional methods.

The ASR component of an ART processes the child’s response to evaluate how well the child articulates the text appearing on the screen. The processing involves tracking the child’s reading position and assessing if each word is pronounced correctly. Although the words appearing on the screen are known in advance, this recognition task is challenging due to several reasons. Firstly, children’s speech has increased variation in its spectro-temporal content compared to adults’ mainly due to poor articulation capabilities, higher fundamental frequencies and lower speaking rates [6–8]. Furthermore, disfluencies such as hesitation, repetition, stuttering are inherent in read speech especially in the early years of elementary school. As a result, the recognition accuracy of ASR systems using acoustic models trained on fluent adult speech is significantly reduced [9, 10]. This performance gap between speech recognition with child versus adult input can be narrowed by training age-dependent acoustic models and applying speaker adaptation techniques [8, 11, 12].

The SPACE project1 aims at utilizing ASR technology at schools in Flanders targeting pupils aged 6 to 12 years [4, 13]. For this purpose, a two-pass recognition architecture [14, 15], namely the FLaVoR (Flexible Large Vocabulary Recognition) approach, has been adopted in which a phone lattice is generated during the first pass of the decoder using general acoustic and phone language models only. Then the task-specific information is added during the second pass of the decoder in the form of a finite state transducer containing the correct phonetic transcription of the words along with garbage loops to account for unexpected pronunciations. This approach has provided significant improvements in reading miscue detection compared to a single-layered approach using the same resources for lattice generation and decoding [16].

In this paper, we enrich the lattice generated in the first layer using a phone confusion matrix which models the likely phone substitutions, deletions and insertions in a language. In practice, the lattice is extended according to the information in the phone confusion matrix and the extended lattice is decoded using the task-specific resources. A similar setup has been applied on a Dutch large vocabulary continuous speech recognition task and some improvement in the recognition accuracy has been reported in [17] compared to a FLaVoR setup without using a phone confusion matrix. We also expect this flexible decoding scheme to cope better with the challenging nature of child speech, thus provide improved automatic reading assessment.

The rest of the paper is organized as follows. Section 2 gives a detailed explanation of the ASR component including the FLaVoR approach. Section 3 discusses the experiments performed to investigate the performance of the proposed system. The results are presented and discussed in Section 4. Section 5 concludes the paper.

2. Recognition and Assessment of Children’s Speech

In this section, we first give an overview of the ASR component as illustrated in Figure 1. Further details can be found in [14]. Then, we focus on the structure of finite state transducers (FST) and describe how reading assessment is performed based on the word-level recognition output.

2.1. The FLaVoR approach

A two-layered HMM-based recognition system is used for obtaining the word-level recognition output. In the first layer, a phone recognizer determines the network of most probable phone strings \( F \) (henceforth the phone lattice) given the acoustic features \( X \) of the incoming signal. The employed resources are an acoustic model \( p(X|F) \) and a phone transition model \( p(F) \), which are task-independent models trained on a large database of the target language. The density of the phone lattice is adjusted with predefined beam width thresholds, defined both in terms of a maximum number of active HMM states and a minimum likelihood with respect to the best scoring hypothesis.

The aim of the second layer is to find the most likely phone sequences through the phone lattice generated in the first layer by mapping phone sequences onto the expected words. This is achieved by using task-dependent resources, i.e., a lexicon containing the phonetic transcription of the expected words and a language model in the form of an FST. The main motivation is to explicitly model both the correct pronunciation and its variations due to speaking style or different dialects.

Figure 1: Recognizer overview

2.2. Reading assessment with FSTs

As the sentences that the child is reading are known, the search space is constrained using a task-specific FST combining a sentence-level FST and a garbage model. Examples of these task-specific FSTs for a word reading task and a sentence reading task are given on the left side of Figure 1. The first example shows how the Dutch word *Vlinder* (Butterfly) is modeled in an FST structure. The second example is a more general one with the Dutch sentence *De tafel is rood* (The table is red).

Three possible reading miscues are modeled in the FSTs shown in Figure 1. Skipping a word (and uttering the next word) is achieved through arcs ending up in the state corresponding to the next word. Skipping multiple words or skipping backwards in time, which is not shown in the figure for the sake of simplicity, can be trivially implemented with the same motivation. Recapping a word is modeled with a self-transition arc. Stuttering arcs cope with partially read words and causes a self-transition like recapping. All of these arcs are penalized with costs to suppress their inappropriate use. Alternative pronunciations of a word are listed in the lexicon and they are accepted as correct pronunciations. In this way, the system can handle pronunciation variations due to speaking style or different dialects.

The main motivation is to explicitly model both the correct pronunciation and all expected, frequent reading miscues, e.g., skipping, recapping and stuttering. Moreover, a general phone model (the garbage model) is also adopted in order to match any unexpected speech. To avoid the frequent use of the garbage model, the garbage loops are penalized with a garbage model (the garbage model) is also adopted in order to match any unexpected speech. To avoid the frequent use of the garbage model, the garbage loops are penalized with a garbage model cost that is incurred once upon entry.

Using an FST structure that also models the frequent reading miscues has several advantages [15]. Firstly, it provides improved reading assessment with a better detection of the modeled miscues. Moreover, it provides information about the reading miscue type which is needed for appropriate feedback to the child and teacher.
3. Experiments

3.1. Database and phone confusion models

We have performed the recognition experiments on the CHOREC database [19] which consists of reading sessions from 400 Dutch speaking elementary school children aged between 6 and 12. The reading material contains two word-level reading tests with real and pseudo-words and a story reading task. The word-level reading tasks consist of 3 lists of 40 words with 1, 2 and 3-4 syllables. The recordings were manually segmented, transcribed and annotated with various information such as the target words, phonetic transcription of the utterances and reading miscues.

For training a general phone confusion matrix as described in [18], we use a set of recordings consisting of 134 reading sessions (in total 5,360 words), each containing 40 isolated 2-syllable real words. The recognition experiments have been performed on a different set of recordings with 182 reading sessions (in total 7260 words) read by different children. To investigate how well the general phone confusion model generalizes to different speakers, we have also trained an oracle phone confusion matrix on the same 182 recordings. Thresholding is applied to both confusion matrices to obtain the pruned versions with a limited number of allowed phone operations.

The pruned version of the general phone confusion model is illustrated in Figure 2. The darker the boxes, the higher the corresponding phone operation costs. In this figure, the YAPA phonetic symbol set is used to represent the phonetic symbols [20]. # and <s/> refer to silence and sentence end respectively. From this figure, it can be seen that the lattice is extended using this phone confusion matrix during decoding so that it is able to handle several common phone confusions in Dutch, such as /pl/-/bl/, /l/-/d/, /f/-/v/, /ml/-/hu/ and /Gl/-/x/.

3.2. Speech recognition system

The first layer uses acoustic models that are trained on a Dutch corpus different from the CHOREC database, containing 22 hours of spoken or read children speech aged between 5 to 11. The cross-word context dependent acoustic models have 1343 tied HMM states and 16,054 tied Gaussian distributions in total (on average 94.6 Gaussians per state).

The preprocessing step involves calculation of the mel spectrum, vocal tract length normalization [15], cepstral mean normalization and discriminative linear feature transformation [21]. The frame length is 25 ms and the frame shift is 10 ms. Further details of the preprocessing can be found in [4]. The general language models used in the first layer are trigram phoneme sequence model estimated from a large Dutch database with correctly read sentences [4].

3.3. Evaluation metrics

For each of 40 2-syllable words to be read from the screen, the novel automatic reading assessment system has to perform a binary classification (either correctly pronounced or mispronunciation). We evaluate the accuracy of the classification using the receiver operating characteristic (ROC) curve. The evaluation is performed based on the final trial of each word, i.e. a word is labeled as correctly pronounced if the child pronounces it correctly at the final attempt, otherwise it is a mispronunciation.

We use two well-known measures, namely miscue detection rate (true positive rate) and false alarm rate (false positive rate), to compare the performances of the proposed scheme with the baseline system which does not use a phone confusion matrix. Miscue detection rate (MDR) is the percentage of the reading miscues that are correctly classified as a mispronunciation by the reading tutor. False alarm rate (FAR) is the percentage of the correctly pronounced words that are incorrectly classified as a mispronunciation by the reading tutor.

4. Results and Discussion

In this section, we compare the ROC curves of three automatic reading assessment systems, i.e. the baseline system which does
not use a phone confusion model and two novel systems using the oracle and general phone confusion models. The ROC curves obtained for each system is given in Figure 3. The child error rate, i.e. the total percentage of reading errors made by the children, is equal to 7.6%. The different operating points on the figure are obtained by adjusting the density of the lattice generated in the first layer. Denser lattices lead to less detected reading miscues due to the increased probability of finding the correct phonetic transcription in the lattice.

From the ROC curves, it can be concluded that the novel reading assessment system using a phone confusion model outperforms the baseline system, especially at lower FARs. We choose a FAR value of 3% as a feasible operating point to compare the MDR provided by each system. At this FAR value, the impact of recognizer errors on the reading assessment is assumed to be negligible as the child error rate of 7.6% is significantly larger than the chosen FAR value. The baseline system provides a MDR of 41.7% at the FAR value of 3%. The novel systems using the oracle and general phone confusion matrices improve the MDR significantly (p < 0.01%) to 47.7% and 47.2% respectively.

These results illustrate the effectiveness of the flexible decoding scheme with a phone confusion model in the automatic reading assessment task. Moreover, there is only a small gap between the performance of the oracle and general phone confusion matrices. Hence, possible phone confusions in a reading task modeled by the confusion matrix are mostly independent from the speaker identity and a confusion matrix trained on a certain task is expected to generalize well to different recordings with similar speech material.

5. Conclusions

Automatic reading tutors are valuable tools for assessing children’s reading levels in a repeatable and consistent manner. By assessing children’s reading level automatically, a significant amount of human effort can be focused on other educational tasks. However, this is a difficult task in practice due to the high spectral and temporal variation that is inherent to children’s speech.

This paper describes a novel automatic reading assessment system which combines a two-layered recognition architecture with a phone confusion model. This phone confusion model allows a limited amount of phone substitution, insertion and deletion resulting in a more flexible phone lattice decoding.

The recognition results show that using the system including a phone confusion model performs better miscue detection with an absolute improvement of 5.5%. Furthermore, a phone confusion model trained on the development data brings similar improvements compared to a confusion model trained on the test data. From this result, it can be concluded that a phone confusion model generalizes well to recordings uttered by different speakers.
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