Classifiers for Synthetic Speech Detection: A Comparison
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INTRODUCTION

Automatic speaker verification (ASV) systems are highly vulnerable against spoofing attacks, also known as imposture. Recent developments in speech synthesis and voice conversion technology, it has become important to detect synthesized or voice-converted speech for the security of ASV systems. In this paper, we compare five different classifiers used in speaker recognition to detect synthetic speech. Experimental results conducted on the ASVspoof 2015 dataset show that support vector machines with generalized linear discriminant kernel (GLDS-SVM) yield the best performance on the development set with the EER of 0.12 % whereas Gaussian mixture model (GMM) trained using maximum likelihood (ML) criterion with the EER of 3.01 % is superior for the evaluation set.

1. Introduction

Automatic speaker verification (ASV) aims at recognizing speakers using their voices and is gradually gaining popularity as a biometric person authentication technique alongside with the more traditional face and fingerprint biometrics. However, similar to these biometrics, spoofing, the situation of an impostor speaker masquerading as another to gain unauthorized access, is a security problem [1].

Speaker recognition systems can be deliberately spoofed by replay [2], impersonation [3, 4], speech synthesis [5] and voice conversion [6, 7]. Replay attack, repetition of a prerecorded speech signal of the target speaker is one of the easiest ways to spoof recognizers [2, 8]. Impersonation, in turn, is a difficult attack since it requires special skills for mimicking a target speaker [3]. Speech synthesis involves artificial production of a target speaker’s voice given a text input whereas voice conversion refers to modification of the speech signal of a source speaker as if it was spoken by the target speaker. Earlier, speech synthesis and voice conversion attacks have received only limited attention, possibly due to low synthesis quality or lack of standard evaluation datasets. However, recent developments in voice conversion and speech synthesis technology and mass-market adoption of speaker verification technology, have drawn increased attention to spoofing attacks [9, 10]. In [6, 7, 11, 12, 13], it has been independently reported that current systems are highly vulnerable to spoofing attacks based on speech synthesis and voice conversion.

Speaker recognition systems should be integrated with appropriate spoofing countermeasures to determine whether a speech signal is natural or synthetic/converted speech – can be cast as a hypothesis test,

\( H_0: \text{atural speech} \)

\( H_1: \text{synthetic/transformed speech} \)

Therefore, likelihood ratio test can be applied to decide between \( H_0 \) and \( H_1 \). Suppose that \( X = \{x_1, \ldots, x_T\} \) are the feature vectors extracted from \( S \), then the logarithmic likelihood ratio score is given by

\[
\Lambda(X) = \log p(X|\lambda_H_0) - \log p(X|\lambda_H_1). \tag{1}
\]
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In (1), \( \lambda_{H_0} \) and \( \lambda_{H_1} \) are the acoustic models to characterize the hypotheses. The parameters of these models are estimated using training data for natural and synthetic/converted speech. In this section, the classifiers used for synthetic/converted speech detection are briefly described.

2. Synthetic Speech Detection

2.1. Gaussian Mixture Models

Gaussian mixture model (GMM) is a widely used generative model in speech processing [18]. It represents each class as a weighted sum of \( M \) multivariate Gaussians, \( p(x|\lambda) = \sum_{i=1}^{M} \pi_i p(x|\mu_i, \Sigma_i) \), where the weights \( \pi_i \) sum to one, and mean \( \mu_i \) and covariance matrix \( \Sigma_i \) of each Gaussian component. For a sequence of frames, the score is given by

\[
\Lambda(X) = \sum_{t=1}^{T} \log p(x_t|\lambda). \tag{2}
\]
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\[ \sum_{i=1}^{M} w_i p_i(x), \text{ where } w_i \text{ is the } i\text{th mixture weight and } p_i(x) \text{ is a } D\text{-variate Gaussian density function with mean vector } \mu_i \text{ and covariance matrix } \Sigma_i. \] 

The model parameters are denoted by \( \lambda = \{ w_i, \mu_i, \Sigma_i \}_{i=1}^{M} \).

Expectation-maximization (EM) algorithm [18, 19] is used to estimate the parameters of each class independently via maximum likelihood (ML) criterion. In the test phase, given the models, \( \lambda_{\text{nat}} \) and \( \lambda_{\text{synth}} \), and feature vectors of the test utterance, \( Y = \{ y_1, \ldots, y_T \} \), the detection score is computed as,

\[ \Lambda(Y) = L(Y|\lambda_{\text{nat}}) - L(Y|\lambda_{\text{synth}}). \quad (2) \]

where \( L(Y|\lambda) = (1/T) \sum_{t=1}^{T} \log p(y_t|\lambda) \) is the average log-likelihood of \( Y \) given GMM model \( \lambda \). \( \lambda_{\text{nat}} \) and \( \lambda_{\text{synth}} \) are the GMMs for natural and synthetic classes, respectively.

Another common parameter estimation for GMMs is maximum a posteriori (MAP) adaptation of a universal background model (UBM) trained on a large amount of speech data from many speakers, popularly known as GMM-UBM [20]. The UBM represents a general distribution of the acoustic feature space while the target models, \( \lambda_{\text{nat}} \) and \( \lambda_{\text{synth}} \), are obtained via MAP adaptation of the UBM. The mean vectors of the target models are obtained as \( \mu_i = \alpha_i E_i(x_i) + (1 - \alpha_i) \mu_{i\text{ubm}} \).

Here, \( \alpha_i = n_i/(n_i + r) \) is the adaption coefficient, \( n_i \) is the probabilistic count and \( E_i(x_i) \) is the first order sufficient statistics for the \( i \)th Gaussian and \( r = 0 \) corresponds to standard ML parameter estimation with one EM iteration using the UBM as initial model. As \( r \) increases, the Gaussians that are closer to the training data are adapted and the remaining components remain unchanged. In the recognition phase, detection score is computed using (2) as above.

2.2. GMM supervectors

Support vector machine (SVM) [21] is a well-known discriminative classifier used extensively in speaker and language recognition [22]. It models the decision boundary between two classes as a separating hyperplane optimized to maximize the margin of separation. In speaker recognition, SVM is generally combined with the GMM (GMM supervector) [23]. First, the set of feature vectors extracted from a speech signal is represented with a single high-dimensional vector obtained by concatenation of mean vectors of MAP-adapted GMM. Those supervectors are normalized using the covariance and the weights of UBM and then used as input features to SVM back-end.

In synthetic speech detection with GMM supervectors, one class consists of the training supervectors of natural speech (labeled \( +1 \)) and the other class consists of those of synthetic/converted speech (labeled \( -1 \)). SVM training yields a set of support vectors, \( b_i \), their weights \( \alpha_i \) and a bias term \( d \). All these outputs are collapsed into a single model vector \( w = \sum_{i=1}^{\infty} \alpha_i t_i b_i + d \) where \( t_i \in \{ +1, -1 \} \) are the ideal outputs (class labels of each support vector), \( d = [d \ 0 \ldots 0]^\top \) and \( L \) is the total number of support vectors.

In the test phase of GMM-supervector approach, the detection score between the test supervector \( b \) and SVM model vector \( w \) is computed as the inner product \( w^\top b \).

2.3. GLDS-SVM

In generalized linear discriminant sequence kernel SVM (GLDS-SVM) system [22], feature vectors are mapped to a higher dimensional space by a polynomial expansion up to a certain maximum degree \( m \). For a \( D \)-dimensional feature vector, the dimensionality of expanded vectors is \( (D + m)!/(D!m!) \).

Given a set of feature vectors, \( X = \{ x_1, \ldots, x_T \} \), it is represented by average expanded vectors \( b = \frac{1}{T} \sum_{t=1}^{T} b(x_t) \) where \( b(x_t) \) denotes the expansion of the feature vector \( x_t \).

Training the linear SVM model with GLDS kernel using expanded feature vectors and scoring are performed as in GMM-SVM. The advantage of GLDS-SVM over GMM-SVM in synthetic speech detection is that it doesn’t require additional data or model (i.e. UBM in GMM-SVM) to compute high-dimensional supervectors.

2.4. I-vector System

The so-called I-vector technique has become a modern de-facto standard in speaker recognition [24]. Recently, it has been used for speaker verification and spoof detection jointly against voice conversion attacks in [17]. It extracts a low-dimensional vector, \( w \), called an i-vector, from a speech signal \( S \). A GMM mean supervector is factorized as \( \mu = \mu + Tw \), where \( \mu \) is the GMM mean supervector, \( T \) is a low-rank rectangular matrix and \( w \) is a low-dimensional i-vector with a prior distribution \( \Lambda(0, I) \). The \( T \) matrix is trained using the EM algorithm and serves as i-vector extractor as detailed in [24].

The extracted i-vectors are pre-processed by applying within-class covariance normalization (WCCN) [25] followed by length normalization (LN) [26]. In speaker recognition, WCCN normalizes within-speaker variation [24]. In synthetic speech detection, in contrast, we use WCCN to normalize within-class (natural or synthetic) variation caused by changes in speaker or synthesis methods, for instance. To this end, the WCCN transformation matrix, \( B \) in [24], is computed from the training data of each class (natural or synthetic) and used for normalizing the i-vectors. Length normalization [26] is applied to project i-vectors to the unit sphere.

When multiple training utterances are available in i-vector system, each class can be represented by its average training i-vector as \( w_{\text{nat}}^j = (1/J) \sum_{j=1}^{J} w_{\text{nat}} \), where \( J \) is the total number of training utterances for natural class and \( w_{\text{synth}} \) is the i-vector extracted from the \( j \)th training utterance. Average target i-vector, \( w_{\text{synth}} \), is similarly computed for synthetic speech.

In the recognition step, cosine similarity measure between the i-vector extracted from a test utterance, \( w_{\text{tst}} \) and the target i-vector \( w_{\text{tgt}} \) is computed as [24]:

\[ \text{score}(w_{\text{tgt}}, w_{\text{tst}}) = \frac{w_{\text{tgt}}^\top w_{\text{tst}}}{\|w_{\text{tgt}}\| \|w_{\text{tst}}\|} = \frac{\gamma}{T} \text{w}_{\text{tgt}} \text{w}_{\text{tst}}. \quad (3) \]

where \( \|w_{\text{tst}}\| = \|w_{\text{tgt}}\| = 1 \) due to LN. Given a test i-vector, \( w_{\text{tst}} \), the detection score is computed as:

\[ \text{score}_{\text{synth}} = \text{score}(w_{\text{nat}}, w_{\text{tst}}) - \text{score}(w_{\text{synth}}, w_{\text{tst}}). \quad (4) \]

where, \( w_{\text{nat}} \) and \( w_{\text{synth}} \) represent the average training i-vectors for natural and synthetic speech classes, respectively. Another method, when multiple training i-vectors are available, is score averaging over all training i-vectors of each class [27], i.e. \( \text{score}_{\text{avg}} = (1/J) \sum_{j=1}^{J} \text{score}(w_{\text{tst}}, w_{\text{tst}}) \) where \( \text{score}(w_{\text{tst}}, w_{\text{tst}}) \) is the cosine similarity defined in (3) between the \( j \)th training i-vector of natural class, \( w_{\text{nat}}^j \), and the test i-vector, \( w_{\text{tst}} \). The final detection score is the difference between average score of natural class and that of synthetic class as defined in (4).

Different from the aforementioned scoring methods in i-vector system, another possible technique is to train an SVM model using the training i-vectors of natural and synthetic classes and then computing the detection score as dot product of SVM model vector and test i-vector.
3. Experimental Setup

3.1. Database

The experiments are conducted on ASVspoof 2015 database which consists of three subsets without target speaker overlap: Training, Development and Evaluation. The training subset consists of natural and synthetic utterances to be used for training the models for natural and synthetic classes. Synthetic utterances are generated using one of three voice conversion (S1, S2 and S5) and two speech synthesis methods (S3 and S4). The development set contains synthetic utterances generated using the same five methods (S1-S5). The evaluation subset, in turn, consists of synthetic utterances from the same five methods used in training and development subsets but also five new unknown methods. More details about the database, voice conversion/speech synthesis methods, recording conditions and number of trials and speakers can be found in [28].

3.2. Performance Measure

Equal error rate (EER) is used as the objective performance criterion. It corresponds to the error rate for the threshold at which the false alarm ($P_{fa}$) and the miss rate ($P_{miss}$) are equal. The reported EERs are computed using the Rosarios toolkit [29]. In the experiments on development set, we provide EERs of each speech synthesis/voice conversion methods (S1-S5) and the average value of these five error rates. In the evaluation set, in turn, we provide the average EERs for five known methods (S1-S5) and unknown methods (S6-S10).

3.3. Feature Extraction

Standard MFCC features are used in the experiments. While our companion paper [30] demonstrates that these may not be the optimal features for synthetic speech detection task, they are the standard features in speaker verification and provide still low error rates on ASVspoof 2015. In the experiments, 26 dimensional MFCCs and energy features with delta and double delta coefficients are used as the acoustic features. 80 dimensional features by excluding the static energy coefficient ($c_0$) are used. Simple energy based voice activity detection (VAD) is used to detect and drop non-speech frames [31, p. 24].

3.4. Classifiers

In the experiments, we use five different methods: GMM-ML, GMM-UBM, GMM-SVM, GLDS-SVM and i-vector approach. GMMs with diagonal covariance are trained using 10 EM iterations. Gender-independent UBM is trained using total of 9000 utterances from 150 male and 150 female speakers from WSJ0 and WSJ1 databases [32]. The T-matrix, for the i-vector system, is trained using 35704 utterances from 178 male and 177 female speakers selected from WSJ0 and WSJ1 corpora. LIBSVM package [33] is used to train SVM models for GMM-SVM, GLDS-SVM and SVM back-end using i-vector systems.

4. Results

We first optimize the number of Gaussian components used to train natural and synthetic speech models with GMM-ML classifier. Average EERs (%) for different number of Gaussian components are summarized in Table 1. The smallest average EER (0.65%) is obtained with 1024 Gaussians per class. EER rapidly decreases for fewer Gaussians up to 128 components, but slight changes occur afterwards. We fix it to 1024 in the remaining experiments.

<table>
<thead>
<tr>
<th># Gauss</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>11.05</td>
</tr>
<tr>
<td>8</td>
<td>8.27</td>
</tr>
<tr>
<td>16</td>
<td>3.25</td>
</tr>
<tr>
<td>32</td>
<td>2.51</td>
</tr>
<tr>
<td>64</td>
<td>1.97</td>
</tr>
</tbody>
</table>

4.1. GMM-UBM Results

In the GMM-UBM system, besides the number of Gaussians, the other control parameter requiring optimization is the relevance factor, $r$, for adapting the component means. In speaker recognition, it is usually selected between $8 \leq r \leq 16$. As we are not aware of previous studies on the effect of $r$ in synthetic speech detection, we study it in Table 2. Interestingly, $r = 0$ yields the smallest EERs. This could possibly be because of the retained Gaussian components without adaptation ($r > 0$ case) which are shared by the UBM and the target models. In speaker recognition, since the likelihood ratio between the target speaker model and the UBM is used as the detection score, effects of retained Gaussians are compensated in the score level. However, in synthetic speech detection, the detection score is computed using natural and synthetic GMMs and the retained components are different for each model. Therefore unadapted components show negative impact on the score level. Thus, adapting all the components ($r = 0$) according to training data gives better performance.

<table>
<thead>
<tr>
<th>$r$</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.09</td>
<td>1.74</td>
<td>0.00</td>
<td>0.00</td>
<td>0.70</td>
<td>0.51</td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>1.78</td>
<td>0.01</td>
<td>0.00</td>
<td>0.73</td>
<td>0.52</td>
</tr>
<tr>
<td>4</td>
<td>0.10</td>
<td>1.80</td>
<td>0.01</td>
<td>0.00</td>
<td>0.76</td>
<td>0.53</td>
</tr>
<tr>
<td>6</td>
<td>0.10</td>
<td>1.84</td>
<td>0.01</td>
<td>0.00</td>
<td>0.79</td>
<td>0.55</td>
</tr>
<tr>
<td>8</td>
<td>0.11</td>
<td>1.88</td>
<td>0.01</td>
<td>0.00</td>
<td>0.81</td>
<td>0.56</td>
</tr>
<tr>
<td>10</td>
<td>0.11</td>
<td>1.90</td>
<td>0.01</td>
<td>0.00</td>
<td>0.85</td>
<td>0.57</td>
</tr>
</tbody>
</table>

4.2. GMM-SVM Results

GMM-SVM results with different number of Gaussians are summarized in Table 3. Relevance factor, $r = 0$, is used for computing the mean supervectors. Similar to GMM-ML, UBM with 1024 Gaussians gives the smallest average EER. This is probably because of the choice $r = 0$. In our experiments it was found that when large $r$ is used, fewer Gaussians gives higher accuracy, as expected. For example, average EERs of 1.23% and 1.73% were obtained for 16 and 512 Gaussians, respectively, with $r = 2$. However, similar to GMM-UBM, $r = 0$ shows the best performance.

<table>
<thead>
<tr>
<th># Gauss</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>0.56</td>
<td>1.14</td>
<td>0.47</td>
<td>0.49</td>
<td>1.20</td>
<td>0.77</td>
</tr>
<tr>
<td>64</td>
<td>0.59</td>
<td>1.33</td>
<td>0.38</td>
<td>0.37</td>
<td>1.10</td>
<td>0.75</td>
</tr>
<tr>
<td>128</td>
<td>0.34</td>
<td>0.99</td>
<td>0.24</td>
<td>0.26</td>
<td>0.75</td>
<td>0.52</td>
</tr>
<tr>
<td>256</td>
<td>0.24</td>
<td>0.89</td>
<td>0.18</td>
<td>0.18</td>
<td>0.53</td>
<td>0.41</td>
</tr>
<tr>
<td>512</td>
<td>0.31</td>
<td>0.73</td>
<td>0.15</td>
<td>0.20</td>
<td>0.52</td>
<td>0.38</td>
</tr>
<tr>
<td>1024</td>
<td>0.28</td>
<td>0.73</td>
<td>0.14</td>
<td>0.18</td>
<td>0.51</td>
<td>0.36</td>
</tr>
</tbody>
</table>
4.3. GLDS-SVM Results
In the experiments with GLDS-SVM, we evaluate three different polynomial expansion orders, $m = 1, m = 2$ and $m = 3$ (see Table 4). As expected, $m = 1$ provides poor performance since 1st order expansion corresponds to time averaging of MFCCs. The lowest EERs are obtained when 3rd order expansion is used. One may claim that further increasing the polynomial expansion would improve accuracy. However, using a 4th order expansion will yield GLDS supervectors of dimensionality 1920501. Given that we have 16375 training utterances, we found it computationally impractical to train SVMs using 4th order expansion in our Linux server.

Table 4: EERs (%) on the development set for different expansion orders ($m$) in GLDS-SVM system.

<table>
<thead>
<tr>
<th>$m$</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.39</td>
<td>9.45</td>
<td>9.07</td>
<td>11.03</td>
<td>10.25</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.27</td>
<td>0.43</td>
<td>0.33</td>
<td>0.31</td>
<td>0.02</td>
<td>0.06</td>
</tr>
<tr>
<td>3</td>
<td>0.02</td>
<td>0.14</td>
<td>0.02</td>
<td>0.06</td>
<td>0.38</td>
<td>0.12</td>
</tr>
</tbody>
</table>

4.4. I-vector Results
In the experiments on the development set with i-vector system, we first train UBMs with different number of Gaussians to determine the best configuration for synthetic speech detection task. Length normalized 400 dimensional i-vectors are used in these preliminary experiments and the average EERs for different scoring methods described in Section 2.4 are shown in Table 5. UBM consisting of 512 Gaussians yields the smallest EERs for i-vector and score averaging methods. However for i-vector scoring based on SVM back-end, 128 Gaussians give slightly smaller EER. In general, SVM back-end is superior to cosine scoring. Next, the number of Gaussians is fixed to 512 and the i-vector dimensionality is varied. Average EERs of 16.38%, 10.04% and 9.60% are obtained using 200, 400 and 600 dimensional i-vectors, respectively, using cosine scoring with i-vector averaging.

Table 5: Average EERs (%) using UBMs with different number of Gaussians on development set with i-vector system (400 dimensional length-normalized i-vectors are used).

<table>
<thead>
<tr>
<th># Gauss.</th>
<th>SVM</th>
<th>I-vector Avg.</th>
<th>Score Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>5.81</td>
<td>15.94</td>
<td>15.99</td>
</tr>
<tr>
<td>128</td>
<td>5.59</td>
<td>12.16</td>
<td>12.12</td>
</tr>
<tr>
<td>256</td>
<td>5.85</td>
<td>13.61</td>
<td>13.56</td>
</tr>
<tr>
<td>512</td>
<td>5.73</td>
<td>10.04</td>
<td>9.94</td>
</tr>
<tr>
<td>1024</td>
<td>6.94</td>
<td>12.17</td>
<td>12.06</td>
</tr>
</tbody>
</table>

The EERs when WCCN is applied to 600 dimensional length-normalized i-vectors are given in Table 6. Applying WCCN yields 75% relative improvement over the baseline cosine scoring (EER reduced from 9.60% to 2.37%). This could be because the success of WCCN for normalizing the within-class variations caused by changes in speech synthesis/voice conversion techniques. SVM shows considerably better performance than that of cosine scoring without WCCN whereas cosine scoring yields slightly better accuracy when WCCN is applied.

In the last experiment on development set, we apply linear score fusion for all the seven systems utilized in the experiments (GMM-ML, GMM-UBM, GMM-SVM, GLDS-SVM and three i-vector systems) with their optimum parameters. The Bosaris toolkit [29] is used to train the fusion weights. The EERs after score fusion are shown in Table 7.

Table 6: Average EERs (%) with/without WCCN on development set using 600 dimensional length-normalized i-vectors.

<table>
<thead>
<tr>
<th>WCCN</th>
<th>SVM</th>
<th>I-vector Avg.</th>
<th>Score Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>4.84</td>
<td>9.60</td>
<td>9.60</td>
</tr>
<tr>
<td></td>
<td>2.61</td>
<td>2.37</td>
<td>2.40</td>
</tr>
</tbody>
</table>

Table 7: EERs (%) for the development set after score fusion.

<table>
<thead>
<tr>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.12</td>
<td>0.18</td>
</tr>
</tbody>
</table>

4.5. Results On Evaluation Set
The results on evaluation set with optimized parameters for each classifier are given in Table 8. GLDS kernel using SVM again yields the smallest EER for known attacks on evaluation set. However, for the unknown attacks, GMM-ML produces the lowest EER. In general, generative models (GMM-ML and GMM-UBM) outperform our discriminative classifiers (GMM-SVM and GLDS-SVM) for unknown attacks. Since we have enough amount of training data for natural and synthetic speech classes, GMM parameter estimation successfully captures the distribution of the classes in the feature space. When features from an unseen acoustic class appear in the recognition phase, it will yield low likelihood ratio score given in (1) because neither natural nor the synthetic class are emphasized in the score level for the data from an unknown acoustic class. Another interesting observation from Table 8 is that, score fusion improves the accuracy for known attacks in comparison to best individual system GLDS-SVM whereas its effects for unknown attacks are controversial. The fusion weights, trained on the development data, may inaccurately balance classifiers for unseen attacks.

Table 8: Average EERs (%) for known and unknown attacks on evaluation set.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Known</th>
<th>Unknown</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM-ML</td>
<td>0.50</td>
<td>5.52</td>
<td>3.01</td>
</tr>
<tr>
<td>GMM-UBM</td>
<td>0.40</td>
<td>6.61</td>
<td>3.50</td>
</tr>
<tr>
<td>GMM-SVM</td>
<td>0.26</td>
<td>6.98</td>
<td>3.62</td>
</tr>
<tr>
<td>GLDS-SVM</td>
<td>0.11</td>
<td>9.40</td>
<td>4.75</td>
</tr>
<tr>
<td>i-vector (SVM)</td>
<td>2.66</td>
<td>9.78</td>
<td>6.22</td>
</tr>
<tr>
<td>i-vector Avg.</td>
<td>2.46</td>
<td>9.41</td>
<td>5.94</td>
</tr>
<tr>
<td>i-vector Score Avg.</td>
<td>2.45</td>
<td>9.41</td>
<td>5.93</td>
</tr>
<tr>
<td>Fused</td>
<td>0.04</td>
<td>7.38</td>
<td>3.71</td>
</tr>
</tbody>
</table>

5. Conclusion
We compared five different classifiers for synthetic speech detection task using the ASVspoof 2015 dataset. Our experimental results using standard MFCC features indicate that classifiers used in speaker and language recognition give promising results on synthetic/converted speech detection. On the development set, discriminative methods (GLDS-SVM and GMM-SVM) outperformed generative methods (GMM-ML and GMM-UBM) but the opposite was observed in the evaluation set, particularly for unknown attacks. Interestingly, state-of-the-art speaker recognition method, i-vector, yields the highest EERs in both development and evaluation sets. Applying WCCN yields considerable improvement in the i-vector system. Finally, we found that detection of synthetic speech (S3 and S4) was easier than that of converted speech (S1, S2 and S5) independent from the classifier.
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