Noise-Robust Speaker Recognition Based on Morphological Component Analysis
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Abstract

Speaker recognition suffers severe performance degradation under noisy environments. To solve this problem, we propose a novel method based on morphological component analysis. This method employs a universal background dictionary (UBD) to model common variability of all speakers, a speech dictionary of each speaker to model special variability of this speaker and a noise dictionary to model variability of environmental noise. These three dictionaries are concatenated to be a big dictionary, over which test speech is sparsely represented and classified. To improve the discriminability of speaker dictionaries, we optimize the speaker dictionaries by removing speaker atoms which are close to the UBD atoms. To ensure varying noises can be tracked, we design an algorithm to update the noise dictionary with the noisy speech. We finally conduct experiments under various noise conditions and the results show that the proposed method can obviously improve the robustness of speaker recognition under noisy environments.

Index Terms: Morphological component analysis, sparse representation, discriminant dictionary, speaker recognition

1. Introduction

Speaker recognition has drawn considerable attention in the past few decades. The state-of-the-art techniques, such as the GMM-UBM [1], GMM-SVM [2] and joint factor analysis [3], have achieved satisfactory performances in ideal conditions or in session-varied conditions. However, their performances suffer severely degradation under noisy environments [4], which prevents these techniques from real applications.

Many methods can be used to enhance the noise robustness of speaker recognition. The first category is the feature normalization, including the cepstral mean normalization (CMN) [5], cepstral mean and variance normalization (CMVN) [6], histogram equalization [7], MVA post-processing [8], etc. These methods can only get limited improvement because they do not learn any information about noise. The second category is to remove noise from noisy speech by enhancement methods, such as the spectrum subtraction and Wiener filtering [9], and then extract feature from the enhanced speech. The problem is that, it is difficult to model and estimate the noise because it is often non-stationary and even speech-like. As a result, speech enhancement methods inevitably cause further distortion, to which current speaker recognition methods are sensitive. Therefore, we need new techniques to solve this problem.

In the past few years, sparse coding [10] has been extensively investigated and provides possible solutions to speaker recognition under noisy environments. This technique represents signals with a set of atoms (elemental signals) from a dictionary (atom collection). By sparse coding, we mean that the representation accounts for most or all information of a signal, with a linear combination of only a small number of atoms. Recently, one sparse coding method called morphological component analysis (MCA) [11] has been applied successfully to speaker recognition [12] [13] [14]. Based on this technique, one dictionary for each speaker is prepared and all speaker dictionaries are concatenated to be a big dictionary. In recognition, the test speech is represented sparsely over the big dictionary. In theory, the speech spoken by one speaker can only be represented by the dictionary of this speaker; therefore, the representation can be directly used for classification.

Almost all reported speaker recognition methods based on sparse coding employ the MCA framework. These methods first transform training speech into GMM mean supervectors [12] [13] or total variability i-vectors [14], and then combine these vectors to be a big dictionary, over which the sparse decomposition and classification are made. It is reported that these methods have achieved better performances than traditional GMM-UBM and GMM-SVM [12]. However, there are two problems needed to be addressed for a further improvement. First, the MCA can perform as expected only when its assumption holds true, i.e., the speech from one speaker is sparse over the dictionary of this speaker but is dense over the other dictionaries [11]. However, there is no proof in theory or in experiment to show that this assumption holds true in the GMM mean supervector domain or in the i-vector domain. Second, the noise robustness is still not considered in current MCA-based methods, resulting in bad performances under noisy environments.

To solve these problems, we propose a novel speaker identification method based on MCA. In this method, signals are transformed into the magnitude spectrum domain, where speech is prone to be sparse. Besides, dictionaries are prepared by a training way which can ensure a sparser result compared with exemplar collection. More importantly, the speaker dictionaries are further optimized by removing atoms which are close to the UBD atoms, leading to discriminant speaker dictionaries. Furthermore, a noise dictionary updated with the input noise is employed to ensure that time-varying noise can be absorbed.
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2. MCA and speaker recognition

MCA is proposed to separate the mixture of signals having different morphologies, and it has been applied successfully in image separation. Given a signal $Y \in \mathbb{R}^N$ which is the mixture of $K$ different signals $X_1, X_2, ..., X_K$, i.e.,

$$Y = \sum_{i=1}^{K} X_i,$$

there is a big dictionary $\Psi = [\Phi_1, \Phi_2, ..., \Phi_K]$ with each $\Phi_i \in \mathbb{R}^{N \times M_i}$ being a dictionary of $X_i$, where $K$ is the number of dictionaries and $M_i$ is the atom number in $\Phi_i$. MCA assumes that each signal $X_i$ is sparse over $\Phi_i$, but is dense over other $\Phi_j$ (for all $j \neq i$). For the signal $Y$, MCA solves the following optimization problem

$$\min_y \|y\|_0 \text{ subject to } \|Y - \Psi y\|_2 \leq \varepsilon$$

where $y^T = [x_1^T, x_2^T, ..., x_K^T]$, $x_i$ is the representation of $Y$ over $\Phi_i$, and $\varepsilon$ is a residual error. In theory, this optimization task is likely to lead to a successful separation of the mixed signal, such that $X_i \approx \Phi_i x_i$ [11].

The question is whether such a method for signal separation can be used for speaker recognition. In speaker recognition task, the signal is not a mixture but the speech of one speaker, i.e., $Y = X_i$ with $X_i$ denoting the speech of the $i$th speaker. If the $i$th ($i = 1, 2, ..., K$) speaker has a dictionary $\Phi_i$, over which the speech of this speaker is sparse and the speech of other speakers is dense, we can construct $\Psi = [\Phi_1, \Phi_2, ..., \Phi_K]$. In ideal conditions, solving equation (2) leads to $X_i \approx \Phi_i x_i$, i.e. only the atoms of $\Phi_i$ are used. Therefore, we can classify $Y$ via the label of the used atoms. In noisy environments, we can treat the noise as a speaker. Speaker and noise dictionaries which satisfy the assumption of MCA can be obtained by training with the corresponding signals. Therefore, it is feasible to apply MCA in the speaker recognition task.

3. Methodology

According to the above analysis, we can expect to achieve good performance by designing a method based on MCA. Before that, there are three problems needed to be considered:

1) How to train a big dictionary which satisfies the assumption of MCA. MCA can play as expected only when its assumption holds true in speaker recognition. The essential requirement of this assumption is to improve the discriminability of the big dictionary.

2) How to cope with varying noise. It is difficult to predict the noise in speech because it may have two kinds of change. The first is the change of noise type, e.g., change from one noise to another noise. The second is that a noise may be time-varying itself. A pre-trained noise dictionary without change will cause a mismatch to degrade the performance.

3) How to make classification with sparse representation. In ideal conditions, the speech of one speaker can only be sparsely represented over the dictionary of this speaker; however, in real applications, atoms of other speakers may also be used, resulting in errors in classification.

Focused on the above problems, we design a novel method for speaker recognition (shown in Fig. 1).

3.1. Dictionary preparation

3.1.1. Feature extraction

The used feature is the magnitude spectrum. In feature extraction, speech signals are first split into overlapping frames, and a Hamming window is added to each frame. Next, the discrete Fourier transform (DFT) is made on speech frames and the magnitude spectrum is computed as the input feature.

3.1.2. Structure of big dictionary

For a speaker recognition system with $K$ enrolled speakers, we design a novel structure of the big dictionary:

$$\Psi = [\Phi_0, \Phi_1, \Phi_2, ..., \Phi_K, \Phi_N].$$

$\Phi_0$ is a universal background dictionary (UBD) which models the common variability shared by all speakers. Here we have borrowed the idea of the GMM-UBM, which employs a UB-M to model background. $\Phi_i (i = 1, ..., K)$ is the dictionary to model the variability of the $i$th speakers. $\Phi_N$ is the noise dictionary to model environment noise. All atoms in $\Psi$ are normalized to be unit-norm vectors.

Such a dictionary structure possesses two important advantages. The first is that it makes the big dictionary more discriminative. The second is that the atom number of each speaker dictionary can be reduced substantially, which reduces the computational load of sparse decomposition.

3.1.3. Dictionary training

Many methods are proposed to train a dictionary, e.g., the k-SVD [15], k-means [16]. In our method, the k-SVD is chosen to train dictionaries. The dictionary training problem is described as

$$\min \|Y - \Phi X\|_2 \text{ subject to } \|x_i\|_0 \leq T_0$$

where $Y = [Y_1, Y_2, ..., Y_M]$ is a training dataset with each $Y_i$ being a feature vector of a speech frame. $\Phi$ is the dictionary, $X = [x_1, x_2, ..., x_M]$ is the set of sparse vectors corresponding to $Y$ and $T_0$ is the constraint on sparsity. UBD can be trained with large amounts of unlabelled speech from different speakers. Each $\Phi_i$ is trained with the speech from the $i$th speaker, with $\Psi$ as an initial.
3.1.4. Dictionary optimization

In the proposed method, we use $\Phi_0$ to model the common variability shared by all speakers. We hope that the dictionary of each speaker only model the difference between this speaker and other speakers, which can improve discriminability of the dictionary. To this end, we provide a method to optimize speaker dictionaries (shown in Algorithm 1).

**Algorithm 1** Dictionary optimization

Input: $\Phi_0 = [a_1, a_2, ..., a_{M_0}]$, $\Psi_1 = [b_1, b_2, ..., b_{M_1}]$, $T$

Output: $\hat{\Phi}_1$

1: initialize: $w = [1, 1, ..., 1]$, $\hat{\Phi}_1 = []$
2: for $p = 1$ to $M_0$ do
3: for $q = 1$ to $M_1$ do
4: if $|b_q^T a_p| < w[p]$ then
5: $w[p] = |b_q^T a_p|$;
6: end if
7: end for
8: end for
9: $\gamma = T$th smallest element of $w$;
10: for $p = 1$ to $M_0$ do
11: if $w[p] < \gamma$ then
12: $\hat{\Phi}_1 = [\hat{\Phi}_1, b_p]$;
13: end if
14: end for

When $|a_i^T b_j|$ approaches 1, $a_i$ and $b_j$ are prone to be the same; if approaches 0, they are completely different. The main idea of this algorithm is to remove atoms which are close to the atoms of the UBD.

3.2. Recognition

3.2.1. Sparse decomposition

Sparse decomposition is to solve the problem in the equation (2), which is proved to be NP-hard and is impossible to be solved by sweeping exhaustively through all possible sparse subsets. However, if $x$ is sparse or approximately sparse, it can be uniquely determined by solving [17]

$$
y = \arg \min \lambda \|y\|_1 + \frac{1}{2} \|Y - \Psi y\|_2^2$$

(5)

where $\lambda > 0$ is the regularization parameter. Equation (5) is also referred as BPDN, which is adopted in the proposed method.

3.2.2. Noise dictionary update

The unknown noise is time-varying; therefore, it is impossible to model it well using a fixed dictionary. A feasible method is to update the noise dictionary with the noisy speech for test. The update method is shown in algorithm 2, where $\Upsilon$ is a test utterance corrupted by noise, $\delta$ is a threshold of sparse degree, $y_\delta$ is the sparse representation of $Y_\delta$ over $[\Phi_0, ..., \Phi_K]$, $\Gamma$ is used to store noise observations, and $kSVD(D(\Phi_*), \Gamma, M_e)$ denotes the function to train a dictionary with $M_e$ atoms, using $\Gamma$ as the training data and $\Phi_*$ as an initial. The dictionary is trained in an on-line way. The training data are the residual of the noisy speech subtracting the clean speech. The training procedure is repeated until the sparse degree is converged.

In this algorithm, speech dictionary keeps unchanged. In the first iteration, all noisy speech frames are decomposed over the speech dictionary (noise dictionary is null). Since speech is sparser than noise, part of noise is in the residual error, with which the noise dictionary is trained. In the remaining iterations, the noise in the noisy speech is represented over the noise dictionary.

3.2.3. Sparse classification

For a set of test speech frames $[Y_1, Y_2, ..., Y_P]$ with the corresponding sparse representations $[\Phi_1, ..., \Phi_M, y_P]$, we assign this speech to one speaker according to

$$i = \arg \max_{1 \leq k \leq K} \frac{1}{P} \sum_{p=1}^{P} \|\delta_k(u_p)\|_1$$

(6)

where $\delta_k(.)$ gives us a vector $\in \mathbb{R}^N$ where the only nonzero entries are from the $i$th class. Note that only the representation coefficients over speaker dictionaries are counted. By this way, the influence of the common variability and the noise can be reduced.

4. Experiments and analysis

4.1. Experiment setup

The 863-database is used to evaluate the proposed method. This corpora is established from the Chinese National Hi-Tech Project for ASR system development. It contains 96269 sentences spoken by 83 males and 83 females (520 utterances for each speaker). The data are recorded in a noise-free environment through a close-talk microphone, with a sample rate of 16 kHz and 16-bit quantization. The first 10 utterances of each speaker are used for dictionary training, the next 10 utterances of each speaker are used for testing. Each test utterance is used as a trial and the recognition task is close-set. The data for training and testing are resampled at a rate of 8 kHz. The UBD which contains 512 atoms, is trained with all training data. The dictionary of each speaker is trained with the training data of this speaker, with the UBD as an initial, and then optimized via Algorithm 1. To obtain noisy test speech, four noises (taken from the Noisex-92 database [18]), namely white, f16, babble and pink, were added artificially on the test utterances at 0 dB, 5 dB, 10 dB and 20 dB. Then we have 4 noisy versions of the testset.

In the frontend, speech signals are Hamming windowed every 10 ms with a window width of 20 ms. The number of DFT points is 512 and the dimension of each observation is 257. The parameter $T$ in Algorithm 1 is set as 64, which means that there are 64 atoms left for a speaker dictionary after optimization.
Table 1: Performance comparison under various noisy environments (recognition accuracy, %)

<table>
<thead>
<tr>
<th>Methods</th>
<th>Clean</th>
<th>White (dB)</th>
<th>Pink (dB)</th>
<th>F16 (dB)</th>
<th>Babble (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>96.4</td>
<td>6.0</td>
<td>20.5</td>
<td>51.2</td>
<td>78.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.0</td>
<td>25.9</td>
<td>49.4</td>
<td>80.1</td>
</tr>
<tr>
<td></td>
<td>61.3</td>
<td>33.4</td>
<td>53.6</td>
<td>83.6</td>
<td>16.6</td>
</tr>
<tr>
<td></td>
<td>19.2</td>
<td>33.4</td>
<td>53.6</td>
<td>83.5</td>
<td>16.6</td>
</tr>
<tr>
<td></td>
<td>60.5</td>
<td>70.3</td>
<td>84.2</td>
<td>91.4</td>
<td>62.0</td>
</tr>
<tr>
<td></td>
<td>53.6</td>
<td>70.3</td>
<td>84.2</td>
<td>91.4</td>
<td>62.0</td>
</tr>
<tr>
<td></td>
<td>61.3</td>
<td>71.5</td>
<td>85.8</td>
<td>93.1</td>
<td>62.2</td>
</tr>
<tr>
<td></td>
<td>58.7</td>
<td>71.5</td>
<td>85.8</td>
<td>93.1</td>
<td>62.2</td>
</tr>
<tr>
<td></td>
<td>62.9</td>
<td>70.5</td>
<td>83.4</td>
<td>94.5</td>
<td>61.6</td>
</tr>
<tr>
<td></td>
<td>61.6</td>
<td>74.0</td>
<td>85.0</td>
<td>90.8</td>
<td>60.6</td>
</tr>
<tr>
<td></td>
<td>66.7</td>
<td>74.0</td>
<td>85.0</td>
<td>90.8</td>
<td>60.6</td>
</tr>
<tr>
<td></td>
<td>62.4</td>
<td>73.2</td>
<td>88.0</td>
<td>90.3</td>
<td>62.4</td>
</tr>
<tr>
<td></td>
<td>62.4</td>
<td>73.2</td>
<td>88.0</td>
<td>90.3</td>
<td>62.4</td>
</tr>
</tbody>
</table>

The atom number of the noise dictionary is also 64. The λ in (5) is set as 0.01 and the δ in algorithm 2 is set as 7. The baselines for comparison are the GMM-UBM and GMM-SVM without compensation. The used features are 13-dimensional MFCC coefficients (c0 ~ c12), appended by their first- and second-order derivatives. The cepstral mean and variance normalization are applied to the feature. The UBM consists of 1024 mixture components, which are trained using the expectation-maximization algorithm with all the training data. The GMM of each speaker is trained with the training data of this speaker via maximum-a-posteriori adaptation. As for GMM-SVM, each training utterance is transformed a GMM mean supervector, and all supervectors are used to train a SVM classifier. Another methods chosen for comparison is the perceptual wiener filter (PWF) [19] and non-stationary noise estimation (NNE) [20], which enhance speech and then extract feature from enhanced speech for recognition with GMM-UBM. The measure of the performance is the recognition accuracy.

4.2. Results and analysis

The results are shown in Table 1, where GU denotes the GMM-UBM, GS denotes the GMM-SVM, PWF denotes the perceptual Wiener filtering, NNE denotes the non-stationary noise estimation, SparseA denotes the proposed method without using noise dictionary, and SparseB denotes the proposed method using noise dictionary. We can see that all methods can achieve satisfied performances under clean conditions. The performance of the GMM-UBM decreases rapidly with the increase of noise level. Its accuracy falls down to 6.0 % at 0 dB of white noise. The performance of GMM-SVM is better than that of the GMM-UBM, but it is also sensitive to noises. The improvements of the PWF and NNE are obvious. SparseA also shows robustness to noise although it does not use a noise dictionary. SparseB has achieved better performance than other methods. When the SNR is 20 dB, the accuracy can reach up to more than 90%; when the SNR is low to 0 dB, the accuracy can keep up to 60 %.

5. Conclusion

The performance of speaker recognition systems decreases rapidly in noisy environments; therefore, the noise robustness plays an important role. Current research mainly focuses on channel distortion and session variability. There is lack of valid method to overcome the influence of noise. To solve this problem, we propose a speaker recognition method based on MCA. We analyze the assumption of MCA and attempt to design a method to make this assumption true. First, we train dictionaries in the magnitude spectrum domain, where speech is prone to be sparse. We prepare dictionaries via the training method rather than collecting exemplars. Second, we design a novel dictionary structure and optimize dictionaries in a discriminant way. On the one hand, this method allows the speaker dictionaries only modelling the difference between speakers; on the other hand, the atom number can be reduced substantially. Third, we use a noise dictionary in the big dictionary and provide an algorithm to update this dictionary according to noisy conditions, which ensures varied noise can be represented and absorbed. Finally, we simulate noisy environments by artificially adding noise on clean speech to validate the proposed method. The results show that the proposed method is robust to various noises.
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