Phonemes Frequency based PLLR Dimensionality Reduction for Language Recognition
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Abstract

This paper presents a new approach to reduce the dimensionality of Phone Log likelihood Ratio (PLLR) features, which have been shown to be effective for language recognition, by removing the likelihoods corresponding to less frequent phonemes. In this work, phoneme frequencies are estimated using a suitable phoneme recogniser. Following this, an i-vector framework is used to represent the total variability in the reduced dimensional PLLR feature space. This paper also proposes the use of Gaussian probabilistic linear discriminant analysis (GPLDA) as a backend for Language Recognition Evaluation (LRE) tasks. The suitability of both, the proposed dimensionality reductions technique and the GPLDA back-end has been evaluated on NIST 2007 and 2011 LRE tasks. The results show that the novel dimensionality reduction method outperforms PCA based dimensionality reduction by 7%. Further the results also show that GPLDA outperform generatively trained Gaussian back-ends, which have previously been used in conjunction with PLLR feature, by 14.6%.
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1. Introduction

In Language Recognition Evaluation (LRE) tasks, a variety of information can be used to distinguish between different languages. Among these, the most widely used approaches are those that use acoustic and phonotactic information [1, 2, 3]. In phonotactic systems, speech is tokenized into phoneme sequence which can then be used to extract n-grams counts as features [1, 2]. While in acoustic systems, speech signals are represented by a sequence of short term spectral or prosodic feature vectors. Longer term information is then captured through the use supervector representations of utterances and their total variability factor analysis (i-vector framework). The supervector and subsequently i-vector framework have both been used in speaker verification tasks, and have also shown to be effective in LRE tasks [4]. The i-vector approach was initially used with Mel Frequency Cepstral Coefficients (MFCC) [5] and more recently with Phonotactic features [4]. Phone Log Likelihood Ratio (PLLR) was proposed as a short term features and has been used for LRE tasks [6, 7, 8, 9]. PLLR features are obtained by computing the log likelihood ratio of phone posteriors computed using suitable phone decoders such as Temporal Pattern Neural Network (TRAPs/NN) [10]. Consequently, PLLR features dimension depends on number of phonetic units considered which in turn depends on the language of the phone decoder. Among the TRAPs/NN phone decoders, Hungarian (HU), Czech (CZ) and Russian (RU) are most frequently used decoders which output 59, 43 and 50 features per frame (corresponding to the number of phonemes in these three languages) respectively.

A recent modification to PLLR features involves the log likelihood ratio being computed over phoneme states instead of entire phonemes, and is referred to as state based PLLR [8]. However, the dimensionality of state based PLLR is three times higher than original PLLR based on entire phonemes. Also, PLLR and state based PLLR features computed from three different phone decoders (HU, CZ, RU) may be concatenated to form a single feature set [9]. Supervised and unsupervised dimensionality reduction approaches have been used to determine the most appropriate low dimensional features to improve the performance and computational cost of language recognition systems [11, 12]. However, a drawback of supervised approaches is that knowledge of each language is required to define appropriate phone sets [11]. Among the unsupervised methods, PCA has been a prominent technique for dimensionality reduction.

In this work, a new dimensionality reduction technique based on phoneme frequency in all target languages is proposed. This approach aims to reduce the dimensionality of PLLR features by dropping the phone log likelihood ratios corresponding to the least frequent phonemes that are common to all languages. The proposed method is based on the assumption that phonemes that are not frequent but are common to all languages can be expected to contain the least amount of discriminatory information.

This paper, in addition to the proposing a dimensionality reduction methods for a PLLR front-end, also evaluates the suitability of Gaussian probabilistic linear discriminant analysis (GPLDA) as an alternative back-end for language recognition systems. Length normalized GPLDA and heavy tailed PLDA (HTPLDA) approaches have previously been introduced to directly model the speaker and channel variability in i-vector based speaker verification systems where they are popular for their simplicity and computationally efficiency [13, 14]. To the best of the authors’ knowledge, this is the first paper that investigates the suitability of GPLDA for an LRE task.

2. System Description

2.1. PLLR based i-vector System

The system described in this paper utilises an i-vector framework built on PLLR features [6] as shown in Figure 1.
The PLLR feature extraction process estimates phoneme state posteriors, using a phone decoder of \( N \) phone units and \( S \) states per phone, at each frame \( t \). At a given time frame \( t \), posterior probability of state \( s (1 \leq s \leq S) \) corresponding to phoneme \( i \) \((1 \leq i \leq N)\) is given by \( p(\hat{i}|s,t) \). The phoneme posterior is then obtained by summing the state posteriors of each phoneme \( i \) at each frame \( t \) as given by equation (1):

\[
p(i|t) = \sum_{s=1}^{S} p(\hat{i}|s,t)
\]

Under the assumption of flat priors, the PLLR, is computed from phone posteriors, \( p(\hat{i}|t) \), as per equation (2).

\[
PLLR(\hat{i}|t) = \log \frac{p(\hat{i}|t)}{\frac{1}{N-1} \left(1 - p(\hat{i}|t)\right)}, \quad i = 1, \ldots, N
\]

These PLLR features sets are then used for UBM and total variability matrix training using the approach outlined in [16]. Within the i-vector framework, LDA is used to reduce the i-vector dimensionality further while maximizing the discrimination between classes. Additionally, within class covariance normalization (WCCN) is used to reduce the within class covariance of i-vectors.

### 2.2. Proposed Dimensionality Reduction

As mentioned previously, the proposed dimensionality reduction method operates by identifying the least frequent phonemes common to all target languages and dropping the phone likelihood ratios corresponding to these from the PLLR feature vector. In order to determine the least frequent phoneme, estimates of relative phone frequencies for all phonemes for each language \( l \) is computed as:

\[
R(i,l) = \sum_{u=1}^{U_l} c(i,u,l) / \sum_{j=1}^{U_l} \sum_{u=1}^{U_l} c(j,u,l)
\]

Where, \( R(i,l) \) is an estimate of the relative frequency of phoneme \( i \) in language \( l \); \( c(i,u,l) \) is the number of occurrences of phoneme \( i \) in utterance \( u \) from language \( l \); and \( U_l \) is total number of utterances available from language \( l \). The relative frequencies are estimated (equation 3) as the phoneme counts normalised to have values between 0 and 1 for all languages. Figure 2 shows the relative phone frequencies for Arabic language.

The least frequent phonemes across all languages are then removed by setting a threshold, \( \Theta \), on the relative phoneme frequencies and dropping the phonomes whose relative frequency is below the threshold for all languages. i.e.,

\[
\hat{I} = \left\{ i : \max_{l} R(i,l) < \Theta \right\}, \quad 1 \leq l \leq L
\]

Where, \( \hat{I} \) is the set of least frequent phonemes; \( R(i,l) \) is the relative frequency of phoneme \( i \) in language \( l \); \( L \) is the total number of languages. By changing the threshold \( \Theta \), the number of phonemes dropped from the PLLR representation can be varied.
In this paper we compare the GPLDA back-end to a generatively trained Gaussian back-end, which has previously been used with PLLR i-vector systems for language recognition [6].

3. Experimental Setup

3.1. NIST 2007 & 2011 LRE Datasets

The NIST 2007 LRE task dataset consists of conversational telephonic speech (CTS) involving total 15 languages out of which French is only non-target language [19]. In this experiment, all the training and development data distributed by NIST to LRE participants have been used which consists of data from 1) Call-Friend corpus 2) NIST 2005 LRE task 3) NIST 2007 LRE task. Total duration of training data is approximately 968 hours. Development set consists of 10 conversations randomly selected from each target language. Results are reported on 30, 10 and 3 sec test set for the primary task in NIST 2007 LRE. Training, development and evaluation data of each target language is same as described in [6].

The NIST 2011 LRE task involved 24 target languages which includes all 15 from NIST 2007 and 9 new languages. NIST has distributed 100, 30 seconds segments for each of the new languages (except for Lao which has only 93 segments). No additional development data had been distributed for this evaluation. In all experiments conducted on the NIST 2011 dataset, data from previous NIST LRE 2009 was added to the training set [20]. The LRE 2009 dataset consists of, telephonic speech segments from NIST LRE 1996, 2003, 2005, 2007 and 2009 evaluations and segments from VOA broadcasts. Training, development and evaluation data of each target language is identical to the setup described in [21]. For development purposes, 10 segments are randomly selected from each target language. Results are reported on 30, 10 and 3 sec test set for the primary task in NIST 2011 LRE.

3.2. System Configuration

The baseline PLLR i-vector system was developed as described in [6]. A Hungarian TRAPs/NN phone recognizer [10] is used to extract phoneme state posteriors corresponding to 61 phonetic units. State posteriors are then summed as per equation 1 to obtain phoneme unit posteriors. Further, 3 non speech units (from the 61 phonetic units) are merged into a single non-speech unit to give a total of 59 units whose posterior probabilities are estimated by the recogniser. PLLR values are then estimated from the phoneme posteriors as per equation (2). Following this, voice activity detection (VAD) is implemented by removing the frames whose highest PLLR value corresponds to the non-speech unit. Consequently, each speech frame is represented by a 59 dimensional phone log likelihood ratio (PLLR) vector.

In systems involving dimensionality reduction, either via PCA or via the proposed method, these methods are applied directly on the PLLR feature vectors at this stage. Following this, dynamic and shifted delta coefficients (SDC, 42-1-5-1) are estimated from the reduced dimensional PLLR vector.

All Universal Background Models (UBM) were estimated using Maximum Likelihood criteria (ML) using 1024 mixtures employing binary mixture splitting. Total variability matrix (T-Matrix) is estimated as in [16]. I-vectors of 400 dimensions are used since they have shown promising results for language recognition [5].

The evaluation criteria defined by NIST [16] are employed in the work reported in this paper. Namely, (a) average cost performance ($C_{avg}$); and (b) log likelihood ratio cost ($C_{llr}$).

4. Results

Detailed study of PLLR i-vector system with reduced PLLR features were initially carried out on the NIST 2007 database. Following this, the best system was validated on the NIST 2011 database.

4.1. Results on NIST 2007 LRE

Table 1 shows the results of the PLLR i-vector baseline system as well as the systems using the proposed dimensionality reduction. All systems were evaluated with two back-ends, namely a generative Gaussian backend previously employed in PLLR based systems [6] which does not use LDA or within class covariance normalization (WCCN) on the i-vectors; and LDA+WCCN followed by GPLDA on 30, 10 and 3 seconds on NIST 2007 test segments. This initial experiment was carried out to determine the optimal number of dimensions in the reduced set obtained by the proposed dimensionality reduction technique.

Table 1: Results on NIST 2007 LRE Primary Task to determine optimal feature dimensionality

<table>
<thead>
<tr>
<th>PLLR Features</th>
<th>Dimensions</th>
<th>$C_{avg}$×100 / $C_{llr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30s</td>
<td>10s</td>
</tr>
<tr>
<td>Gaussian Backend</td>
<td></td>
<td></td>
</tr>
<tr>
<td>59 (Baseline – from [6])</td>
<td>3.45/</td>
<td>0.564</td>
</tr>
<tr>
<td>46</td>
<td>3.36/</td>
<td>0.52</td>
</tr>
<tr>
<td>42</td>
<td>3.34/</td>
<td>0.44</td>
</tr>
<tr>
<td>39</td>
<td>3.63/</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Different threshold values were used in dimensionality reduction technique, as described in section 3, to reduce the baseline (59 dimensional) frame-level PLLR features to 46, 42, and 39 dimensional vectors. It can be seen (Table 1) that reducing the feature dimensions from 59 to 42 leads to a 3.18% improvement. However, reducing the PLLR feature dimensionality further below 42 led to an increase in the error rate, which may be due to the removal of discriminatory information in those dimensions.

It can also be observed that LDA+WCCN with GPLDA scoring outperforms the Gaussian back-end by 26.9% when using reduced dimensional (42 dimensions) PLLR features in the 30s test condition. In all further experiments, the proposed dimensionality reduction method is used to reduce the baseline 59 dimensional PLLR vectors to 42 dimensional vectors.

Table 2 shows the results of a second experiment using reduced dimensional PLLR i-vector system augmented with delta ($\Delta$) and shifted delta coefficients (SDC) with both generative Gaussian; and LDA+WCCN followed by GPLDA back-ends on 30, 10 and 3 seconds on NIST 2007 test segments. In this experiment, the proposed dimensionality reduction technique is compared to baseline systems that employ PCA for dimensionality reduction. In the case of PCA, the target feature dimensions are 23 and 13 when employing deltas and SDCs respectively. These were the optimal feature dimensions reported [11,12].
It can be seen that the proposed dimensionality reduction technique outperforms the baseline PCA approaches in both cases, i.e., when using Deltas and when using SDCs. Further, it can be seen that the GPLDA based systems significantly outperforms the generative Gaussian back-end based systems.

Table 2: Results on NIST 2007 LRE Primary Task with reduced dimensional PLLR augmented with $\Delta$ and SDC

<table>
<thead>
<tr>
<th>PLLR Feature Dimensions</th>
<th>Cavg x100 / C13xR Gaussian Backend</th>
<th>LDA+GPLDA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30s 10s 3s 30s 10s 3s</td>
<td></td>
</tr>
<tr>
<td>PCA (23 + $\Delta$) (From [11])</td>
<td>2.17/ 0.32</td>
<td>Not Reported in [11]</td>
</tr>
<tr>
<td>Proposed (42+ $\Delta$)</td>
<td>1.22/ 0.31</td>
<td>5.45/ 0.67</td>
</tr>
<tr>
<td></td>
<td>11.2/ 1.1</td>
<td>1.95/ 0.29</td>
</tr>
<tr>
<td></td>
<td>5.34/ 0.6</td>
<td>1.05</td>
</tr>
<tr>
<td>PCA (13+SDFC) (From [12])</td>
<td>1.71/ 0.26</td>
<td>Not Reported in [12]</td>
</tr>
<tr>
<td>Proposed (42+SDFC)</td>
<td>1.64/ 0.24</td>
<td>4.62/ 0.53</td>
</tr>
<tr>
<td></td>
<td>10.44/ 0.95</td>
<td>1.41/ 0.23</td>
</tr>
<tr>
<td></td>
<td>4.48/ 0.47</td>
<td>9.98/ 0.88</td>
</tr>
</tbody>
</table>

It should be noted that the baseline PCA system utilized 13-2-3-7 (N-D-P-K) SDC configuration, resulting in a 104 dimensional representation while in the proposed approach, 42-1-5-1 SDC configuration is used to obtain an 84 dimensional representation. The best performance on the NIST 2007 LRE primary task is achieved by the system using the proposed dimensionality reduction augmented with SDC followed by LDA+WCCN and GPLDA scoring resulting in Cavg of 1.41% (17.5% improvement over PCA with SDC).

4.2. Results on NIST 2011 LRE

In the final experiment the suitability of the best performing systems, namely the reduced dimensional PLLR augmented with deltas and SDCs, was validated on the NIST 2011 LRE task. Table 3 shows the performances of the systems employing deltas and SDCs with both the generative Gaussian backend, and LDA+WCCN followed by GPLDA back-end on NIST 2011 test segments.

Table 3: Results on NIST 2011 LRE Primary Task with reduced dimensional PLLR augmented with $\Delta$ and SDC

<table>
<thead>
<tr>
<th>PLLR Features Dimensions</th>
<th>Cavg x100 / C13xR Gaussian Backend</th>
<th>LDA+GPLDA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30s 10s 3s 30s 10s 3s</td>
<td></td>
</tr>
<tr>
<td>PCA(23)+$\Delta$ (Baseline) [9]</td>
<td>4.48/ 0.188</td>
<td>Not Reported</td>
</tr>
<tr>
<td>42+$\Delta$</td>
<td>4.16/ 0.106</td>
<td>8.84/ 0.245</td>
</tr>
<tr>
<td></td>
<td>13.54/ 0.327</td>
<td>4.08/ 0.105</td>
</tr>
<tr>
<td></td>
<td>7.52/ 0.194</td>
<td>13.36/ 0.284</td>
</tr>
<tr>
<td>PCA(13)+SDFC (Baseline) [10]</td>
<td>4.10/ 0.826</td>
<td>Not Reported</td>
</tr>
<tr>
<td>42+SDFC</td>
<td>3.94/ 0.097</td>
<td>7.79/ 0.208</td>
</tr>
<tr>
<td></td>
<td>12.65/ 0.314</td>
<td>3.81/ 0.094</td>
</tr>
<tr>
<td></td>
<td>6.81/ 0.184</td>
<td>11.58/ 0.24</td>
</tr>
</tbody>
</table>

5. Conclusions

A novel dimensionality reduction technique based on relative phoneme frequencies has been proposed for PLLR features and evaluated on NIST LRE corpora. Experimental results suggest that the proposed method outperforms traditional PCA based dimensionality reduction methods. It is likely that this is due the fact that the proposed method estimates the least discriminatory phonemes across all target languages and removes them from the PLLR feature vector. The results also suggest that the performance of the proposed system is further improved when the reduced PLLR features are augmented with dynamic and shifted delta coefficients.

This paper also evaluated the suitability of GPLDA as a back-end for language recognition systems. Experimental results in this paper show that GPLDA consistently outperforms generatively trained Gaussian back-ends, which were previously used with PLLR front-ends. This suggests that similar to speaker verification systems, GPLDA based back-ends may constitute a new baseline system for language recognition.
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