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Abstract
Laughter and fillers are common phenomenon in speech, and play an important role in communication. In this study, we present Deep Neural Network (DNN) and Convolutional Neural Network (CNN) based systems to classify non-verbal cues (laughter and fillers) from verbal speech in naturalistic audio. We propose improvements over a deep learning system proposed in [1]. Particularly, we propose a simple method to combine spectral features with pitch information to capture prosodic and spectral cues for filler/laughter. Additionally, we propose using a wider time context for feature extraction so that the time evolution of the spectral and prosodic structure can also be exploited for classification. Furthermore, we propose to use CNN for classification. The new method is evaluated on conversational telephony speech (CTS, drawn from Switchboard and Fisher) data and UT-Opinion corpus. Our results show that the new system improves the AUC (area under the curve) metric by 8.15% and 11.9% absolute for laughers, and 4.85% and 6.01% absolute for fillers, over the baseline system, for CTS and UT-Opinion data, respectively. Finally, we analyze the results to explain the difference in performance between traditional CTS data and naturalistic audio (UT-Opinion), and identify challenges that need to be addressed to make systems perform better for practical data.

Index Terms: laughter, fillers, deep neural network, convolutional neural network, UT-opinion database, non-verbal cues.

1. Introduction
Non-speech cues such as fillers and laughter play a very important role in human-to-human communication. Fillers are used to hold the floor while planning to allow the necessary time to recollect thoughts, or to prevent the listener from breaking the speaking turn, or to construct thoughts syntactically [2, 3, 4, 6]. Similarly, laughter regulates the flow of interaction, or mitigates the meaning of the preceding utterance. Use of laughter may also signify amusement, happiness, discomfort, scorn or embarrassment [5, 7]. Fillers and laughter also help speakers express emotions and are part of their personality [8, 9]. Hence, automatic detection of laughers and fillers can help in detecting speaker’s intentions and emotional state, analyze social behavior of speaker, etc.

The problem of detecting laughter and fillers in speech has been investigated previously, and many approaches have been developed to accomplish this task [3]. Research studies such as [8] show that both acoustic and prosodic features help in filler/laughter detection. Other studies have also investigated the use of phonetic patterns and formants, which were shown to perform better than simple cepstrum and pitch based features [9, 10]. A number of machine learning techniques such as Gaussian Mixture Models (GMMs) [12], Maximum Entropy models, Conditional Random Fields (CRFs), Support Vector Machines (SVMs), Hidden Markov Models (HMMs) [4, 11], Statistical Language Models (SLMs) [4], and Deep Neural Networks (DNNs) [1] have also been investigated for laughter/filler detection task. Among the mentioned machine learning classifiers, DNN based systems seem to provide best results [1].

The mentioned laughter/filler detection systems rely on frame-based processing and decisions are made at frame level. Typical frame length in these classifier systems is between 10ms to 30ms (which is used for feature extraction). However, laughers and fillers are variable length events, and can range from very short (10-20ms) to very long (2-3s). Moreover, the 10-30ms range, laughter/filler can appear very similar to phonemes and a wider time-window may be necessary for better classification. Therefore, in this study, we propose the use of longer time windows for feature extraction.

Laughter and fillers are signals that evolve in time and frequency, and classifiers that can detect and exploit joint time-frequency patterns are likely to model the signal better and deliver superior performance. For example, convolutional neural networks (CNNs) operate simultaneously on the time and frequency dimensions, and have been shown to outperform DNNs in speech recognition tasks [25, 26]. It is reasonable to assume that CNNs should perform better than DNN for laughter/filler detection as well. In this study, we propose a CNN based system for laughter/filler detection.

Naturalistic data collections such as Prof-Life-Log [16, 17] and Apollo Space Missions [30, 31, 33, 32] data are rich in social signals such as filler and laughter. Unlike conversational telephony speech (CTS), these corpora mainly include face-to-face interaction in variety of acoustic environments and stress conditions. It is likely that the challenges posed by naturalistic corpora for laughter/filler detection are different. Additionally, it would be interesting to compare and contrast the performance of laughter/filler detection systems on CTS and naturalistic corpora. In this study, we investigate filler/laughter detection systems on data drawn from Switchboard and Fisher corpora (CTS) and UT-Opinion (a new naturalistic collection described in Sec. 3).

2. Proposed System
The baseline system for this study was developed using [1] (called System (A) in this study). For completeness, we briefly describe the system here. The baseline system uses 141-dimensional (141-d) openSMILE [29] feature set, which includes MFCCs (Mel-filter Cepstral Coefficients), F0, and voicing probabilities. The features are used to train a 3-way DNN (Deep Neural Network) classifier. Particularly, the DNN classifier is trained to distinguish between garbage, filler and laughter. Garbage refers to all non-filler and non-laughter frames (and it
includes speech). The DNN classifier contains two hidden layers (containing 400 neurons each). The DNN output tends to contain fluctuations and post-processing the signal can help improve the overall classification performance. In order to reduce the localized mis-classification, a simple lowpass filter (LPF) is applied on the output state probabilities, namely,

\[ H(z) = \frac{1}{1-0.9z^{-1}} \] (1)

The final 3-way decision between laughter, filler and garbage is made by choosing the label corresponding to the highest probability. This constitutes the final output of the system.

In this study, we investigate two variations of the baseline system. In the first variant (called System (B) in this study), we propose a simple feature set for classification. Specifically, we extract 23-dimensional Mel-filter bank energies and 3-d pitch features [34]. Next, we stack 7 frames by splicing 3 frames to left and right of the current frame to form a 182-dimensional feature (7 frames of 26 dimension each). In this manner, the proposed feature set captures both the evolution of spectral and prosodic information in localized time-frequency, which can be exploited for classification. The DNN classifier after post-processing LPF used in System (B) are the same as the one used in System (A).

Research in automatic speech recognition (ASR) systems has shown that deeper networks (i.e., DNNs with 4 or more hidden layers) tend to provide better performance [19, 20, 21, 22, 23]. Therefore, we build another variant (called System (C) in this study), where we use the same feature set and post-processing LPF as in System (B), but train a deeper neural network for classification. Particularly, the DNN in System (C) contains 4 hidden layers with 400 neurons each.

ASR Research has also shown that CNNs typically perform better than DNNs in speech recognition tasks. It is likely that CNNs may outperform DNNs in laughter/filler detection task as well. Therefore, we propose a CNN based classifier. The proposed CNN model (called System (D)) is this study uses the same feature set as Systems (B) and (C). The CNN contains two convolutional and pooling layers, each. The first convolutional layer contains 64 feature-maps of 5x5 dimensions, followed by a pooling layer of 1x1 dimensions. The second layer contains 64 feature-maps of 2x2 dimensions, followed by a pooling layer of 1x1 dimension. The output of the second pooling layer is fed into a neural network with two hidden layer of 400 neurons each. The output label probabilities from the CNN classifier are post-processed using the same LPF as in Systems (A), (B) and (C).

In this study, we used the Kaldi toolkit for extracting mel-filterbank and pitch features [18]. Additionally, the PDNN toolkit was used for training and evaluating the DNN and CNN classifiers [27].

3. Databases

3.1. Conversational Telephony Speech (CTS)

In this study, we use audio files from switchboard and fisher corpora to form the CTS evaluation set. We created two CTS datasets: (i) the 5K dataset which contained 4000 and 1000 training and evaluation files, respectively, and (ii) the 30K dataset which contained 25000 and 5000 training and evaluation files, respectively. The 5K dataset facilitated a quicker experiment cycle which allowed us to try various configurations and fine tune the system.

Table 1: Training and evaluation dataset used in this study. (G: Garbage, L: Laugher, F: Filler)

<table>
<thead>
<tr>
<th>Database Variation</th>
<th># Utterances</th>
<th>Duration (Hrs)</th>
<th>Duration Split (%)</th>
<th>No. of Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWB+Fisher Small</td>
<td>Train: 5000</td>
<td>2.0</td>
<td>60 20</td>
<td>20 3012 1597</td>
</tr>
<tr>
<td></td>
<td>Eval: 1000</td>
<td>0.5</td>
<td>58 17</td>
<td>25 630 493</td>
</tr>
<tr>
<td>SWB+Fisher Big</td>
<td>Train: 30000</td>
<td>13.0</td>
<td>58 17</td>
<td>25 15259 12731</td>
</tr>
<tr>
<td></td>
<td>Eval: 5000</td>
<td>2.5</td>
<td>60 19</td>
<td>25 1391 2232</td>
</tr>
<tr>
<td>UT-Opinion</td>
<td>Eval: 152</td>
<td>1.5</td>
<td>93 5.7</td>
<td>1.3 981 164</td>
</tr>
</tbody>
</table>

In both the 5K and 30K datasets, speech recognition models were used to perform phone-level forced alignment (which included all phonemes, silence, laughter and fillers). Phoneme and silence frames were assigned to garbage label. Laughter and filler frames were assigned to laughter and filler labels, respectively. Table 1 shows the dataset details. Particularly, the duration of 5K and 30K train and evaluation sets are shown. Additionally, the duration percentage split between laughter, filler and garbage labels for the 5K and 30K datasets are also shown. Finally, the total number of unique laughter and filler events in the datasets can also be seen. In general, the dataset used in this study is larger than the one used in [1].

3.2. UT-Opinion

UT-Opinion is a new corpus developed by us to study sentiment and opinion in naturalistic conversations [14, 15]. In UT-Opinion, each subject is interviewed (face-to-face conversation style) and is asked to share his/her opinion on 10 different topics. Subjects are interviewed at various locations on the University of Texas at Dallas (UTD) campus including classrooms, hallways, office rooms, library, gymnasium and street. The subjects include students, staff and faculty members of both genders. Additionally, both native and non-native speakers are part of the collection. Altogether, data from 120 subjects has been collected so far resulting in 1200 evaluation audio files. From this data, we have selected a subset of 1.45 hours of data (152 audio files). Files that contained at least 3 fillers and/or 1 laughter were selected for evaluation in this study. Altogether, the 152 files contained 45 unique speakers, 164 laughter events and 981 filler instances. The details of the dataset are also shown in Table 1.

UT-Opinion is an interesting corpus of laughter/filler evaluation because the participants are engaged in face-to-face interaction (which is different from traditional CTS corpora). The availability of a visual channel between speakers may have an impact on non-verbal signals such as filler and laughter. Additionally, the interaction occurs in a variety of natural settings where the acoustic environment can range from clean to noisy (which makes the task challenging from a robustness perspective). The speakers in UT-Opinion belong to different nationalities/cultures which is potentially a factor contributing to variability in filler and laughter signal.

4. Results and Discussions

4.1. System Evaluation: CTS datasets

In this first experiment, we compare the performance of baseline System (A) against the proposed Systems (B), (C) and (D). All 4 systems are trained and evaluated using the 5K train and evaluation datasets, respectively. In Table 2, the performance accuracy of each system is shown in terms of AUC (area under the curve) metric [1]. The performance of each system with and without the post-processing LPF (low pass filter) is also shown.
Table 2: AUC scores laughter, filler and garbage detection in CTS 5k, 30K and UT-Opinion for Systems (A), (B), (C), (D) and (E).

<table>
<thead>
<tr>
<th>System</th>
<th>Event</th>
<th>Baseline (A)</th>
<th>(A) + LPF</th>
<th>DNN (B)</th>
<th>(B) + LPF</th>
<th>Deeper DNN (C)</th>
<th>(C) + LPF</th>
<th>CNN (D)</th>
<th>(D) + LPF</th>
<th>CNN (E)</th>
<th>(E) + LPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switchboard + Fisher</td>
<td>Garbage</td>
<td>86.7</td>
<td>88.7</td>
<td>90</td>
<td>91.92</td>
<td>90</td>
<td>91.6</td>
<td>91.8</td>
<td>93.2</td>
<td>94.2</td>
<td>95.07</td>
</tr>
<tr>
<td></td>
<td>Filler</td>
<td>92.9</td>
<td>94.36</td>
<td>95.6</td>
<td>96.21</td>
<td>95.4</td>
<td>95.97</td>
<td>96.2</td>
<td>96.93</td>
<td>97.4</td>
<td>97.75</td>
</tr>
<tr>
<td></td>
<td>Laughter</td>
<td>88.3</td>
<td>91.96</td>
<td>91.7</td>
<td>94.41</td>
<td>90.9</td>
<td>93.6</td>
<td>92.4</td>
<td>94.85</td>
<td>94.5</td>
<td>96.45</td>
</tr>
<tr>
<td>UT-Opinion (AUC)</td>
<td>Garbage</td>
<td>74.02</td>
<td>76.64</td>
<td>79.25</td>
<td>81.59</td>
<td>79.97</td>
<td>80.77</td>
<td>79.68</td>
<td>82.42</td>
<td>78.81</td>
<td>81.72</td>
</tr>
<tr>
<td></td>
<td>Filler</td>
<td>79.42</td>
<td>81.808</td>
<td>82.51</td>
<td>83.93</td>
<td>82.24</td>
<td>83.32</td>
<td>83.63</td>
<td>85.49</td>
<td>83.4</td>
<td>85.43</td>
</tr>
<tr>
<td></td>
<td>Laughter</td>
<td>72.03</td>
<td>76.16</td>
<td>76.67</td>
<td>80.49</td>
<td>76.26</td>
<td>79.4</td>
<td>78.09</td>
<td>81.79</td>
<td>80.34</td>
<td>83.9</td>
</tr>
</tbody>
</table>

The AUC for laughter and filler detection due to the baseline system (A) is 88.3 and 92.9, respectively. The AUC performance numbers for the baseline system are comparable to those reported in [1] (although it should be noted that the two studies use different evaluation datasets). Furthermore, using LPF for post-processing improves the AUC numbers for both filler and laughter. A similar observation was made in [1].

The AUC for laughter and filler detection due to System (B) is 91.7 and 95.6, respectively. Since the only difference between Systems (A) and (B) are the input features, the proposed feature set outperforms the 141-dimensional openSMILE feature set in this study. One reason for this could be that the proposed feature set (containing multiple concatenated frames of Mel-filter bank energies and pitch features) captures a wider time-context which facilitates better classification. Additionally, it is also possible that the spectral and prosodical information provides by filter bank energies and pitch are sufficient for laughter/filler detection.

For System (C), the laughter and filler AUC numbers are 93.6 and 95.97, respectively. Hence, the performance for (C) is inferior to (B). Since the only difference between Systems (B) and (C) is that (B) uses a deeper neural network, it seems like the use of more hidden layers did not help in improving performance accuracy.

Furthermore, for System (D), the laughter and filler AUC numbers are 92.4 and 96.2, respectively. Hence, the performance for (D) is better than (B). This result suggests that CNN may indeed be a better classifier for laughter/filler detection as opposed to DNN. This result is consistent with the experience of DNN and CNN classifiers in the speech recognition community.

4.2. System Evaluation: UT-Opinion

In the next experiment, we trained System (D) with the larger 30K dataset. The purpose of the experiment was to build a larger system for UT-Opinion evaluation. In this study, we call this System (E). The laughter and filler AUC performance for System (E) on 30K dataset are also shown in Table 2.

The laughter and filler detection performance in terms of AUC for UT-Opinion evaluation dataset for Systems (A), (B), (C), (D), and (E) are shown in Table 2. As seen for CTS evaluation, the performance of System (B) is better than System (A), System (C) does not improve performance over System (B), and System (D) outperforms System (B). The use of LPF post-processing step always helps in improving system performance.

Interestingly, the performance of System (E) is not consistently better than (D). While laughter AUC number for (E) is better than (D), the filler AUC number is marginally inferior. Since the only difference between (D) and (E) is the size of the training set, it is possible that more training data for fillers is not useful for learning. However, more training data for laughter seems to help. One reason for this result could be that the fillers in UT-Opinion (evaluation) are somewhat different from those in the CTS (training) datasets, resulting in mismatch (and increasing the training data does not reduce the mismatch). More investigation is required to better understand this phenomenon.

Overall, the system performance suggests that CNNs outperform DNNs, LPF based post-processing is useful to obtain improved results, and simple spectral and pitch based features may be sufficient for laughter/filler detection.

4.3. Detection Error Tradeoff (DET) Curves

Figures 1 and 2 show the DET curves for CTS 30K and UT-Opinion evaluation datasets, respectively. In order to plot the DET curves, we varied the threshold for classification from 0 to 1, and the frame was classified as laughter or filler if the probability of laughter or filler exceed the threshold, respectively.
From Figures 1 and 2, it is seen that System (E) outperforms (A) across all operating points for both laughter and filler detection. Additionally, filler detection in more accurate than laughter detection across all operating points for the CTS 30K evaluation dataset. However, in the case of UT-Opinion evaluation dataset, the performance of laughter and filler detection is somewhat comparable. While the performance of both laughter and filler detection decreases when moving from CTS to UT-Opinion, it seems like filler detection performance is more negatively impacted than laughter detection. This observation is consistent with what was seen in the AUC numbers in table 2.

Table 3: Frame level confusion matrix for the Systems (A)+LPF and (E)+LPF. (G: Garbage, L: Laugher, F: Filler)

<table>
<thead>
<tr>
<th></th>
<th>SWB + Fisher Database</th>
<th>UT-Opinion Database</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>System A (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>79.84</td>
<td>10.27</td>
</tr>
<tr>
<td>F</td>
<td>90.54</td>
<td>3.56</td>
</tr>
<tr>
<td>L</td>
<td>5.90</td>
<td>90.54</td>
</tr>
<tr>
<td><strong>System E (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>65.83</td>
<td>18.90</td>
</tr>
<tr>
<td>F</td>
<td>86.77</td>
<td>3.96</td>
</tr>
<tr>
<td>L</td>
<td>30.10</td>
<td>70.85</td>
</tr>
</tbody>
</table>

4.4. Analysis

The classification confusion matrix for laughter and filler detection is shown for UT-Opinion and CTS 30K datasets in Table 3. The tables suggest that the biggest source of errors is laughter getting mis-classified as garbage followed by filler getting mis-classified as garbage. On the other hand, the smallest source of errors is laughter getting mis-classified as filler and vice-versa. Comparing System (A) and (E) performance suggests that (E) reduces both filler vs. garbage and laughter vs. garbage confusions. However, laughter and filler getting mis-classified as garbage remain the major source of errors and could be the subject of future studies.

Figure 3: Improved laughter detection due to CNN and LPF over baseline DNN system.

Figure 4: Duration histograms for laughter and filler for both UT-Opinion and CTS 30K datasets.

5. Conclusions

In this study, a new system for filler and laughter detection has been proposed. The new system utilizes a simple feature set which combines spectral (Mel-filter bank energies) and prosodic (pitch) information. Additionally, the feature set also captures a wider time-context which was shown to be useful for classification. The new system uses Convolutional Neural Networks (CNNs) followed by simple low-pass filtering (LPF) for classification. The proposed system was evaluated on Conversation Telephony Speech (CTS) and UT-Opinion datasets, and was shown to outperform a Deep Neural Network (DNN) based system. Furthermore, analysis of the system revealed that the mis-classification of laughter and filler as garbage is a major source of errors and a topic of future research. Finally, more research is required to improve the performance of laughter and filler detection systems on naturalistic audio data (such as UT-Opinion).
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