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Abstract

We propose a number of enhancement techniques to improve speech quality in bandwidth expansion (BWE) from narrowband to wideband speech, addressing three issues, which could be critical in real-world applications, namely: (1) discontinuity between narrowband spectrum and the estimated high frequency spectrum, (2) energy mismatch between testing and training utterances, and (3) expanding bandwidth of out-of-domain speech signals. With an inherent prediction of missing high frequency features in bandwidth-expanded speech we also explore the feasibility of adding these estimated features to those extracted from narrowband speech in order to improve the system performance for automatic speech recognition (ASR) of narrowband speech. Leveraging upon a recently-proposed deep neural network based speech BWE system intended for hearing quality enhancement these techniques not only improve over the traditionally-adopted objective and subjective measures but also reduce the word error rate (WER) from 8.67\% when recognizing narrowband speech to 8.26\% when recognizing bandwidth-expanded speech, and almost approaching the WER of 8.12\% when recognizing wideband speech in the 20,000-word open-vocabulary Wall Street Journal ASR task.
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1. Introduction

Speech bandwidth expansion (BWE) from narrowband to wideband speech has been studied for decades \cite{1, 2, 3, 4} for the purpose of enhancing the listening quality of narrowband speech, such as that over existing public switching telephone network (PSTN) \cite{5, 6}. Even now the bandwidth for speech transmission is no longer critically limited, we still have plenty of devices and equipments that transmit and receive narrowband speech. For instance most blue-tooth headphones \cite{7} are still working on narrowband speech. Thus expanding speech bandwidth from narrowband (with 4 kHz bandwidth) to wideband (with 8 kHz bandwidth or higher) will still benefit our daily life.

On the other hand, human beings are not the only targets involved in communication that a great amount of research and engineering efforts have been put into human computer interface (HCI) systems \cite{8, 9, 10}, that spoken dialog systems \cite{11, 12, 13} are able to understand natural human speech and make response. Thus if bandwidth expansion can improve speech intelligibility for human and computer at the same time, computer aided systems built on narrowband channels can provide better user experience that not only with enhanced speech quality but also with potential improved accuracies in the automatic speech recognition (ASR) \cite{14, 15, 16} component of these dialog systems.

Traditional bandwidth expansion was usually focused on estimating the spectral envelope of the high-frequency band and the excitation of the low-frequency band to recover the high-frequency spectrum \cite{17, 18, 19, 20}. Some recent research also show that estimating the high-frequency spectrum directly is feasible \cite{21, 22}. Our previous work \cite{23} shows that DNN based BWE can work pretty well in this case. However, there is a problem called spectrum discontinuity. In \cite{24}, a similar problem was resolved by pivoting the end point of narrowband spectrum and smoothing high-frequency components to fit it.

We propose to jointly estimate the entire wideband spectrum instead of just predicting the high-frequency spectrum, based on the observation that DNN inherently produces a smooth output in most DNN based regression tasks. It is found, contradictory to conventional thinking, that such a DNN framework can remove the transition discontinuity between the narrowband and the high-frequency spectra. It can also reduce the differences between the narrowband spectrum and the estimated low-frequency spectrum of the predicted wideband signal. Another critical issue in BWE is the energy mismatch between the testing and training utterances. A speech activity detection (VAD \cite{25, 26}) and a speech energy adjustment step can help to a certain degree. Leveraging on the property that the low-frequency elements of the cepstral coefficients can characterize the average energy of a given utterance \cite{27} we also propose adding them to DNN training. As a result we find a DNN trained in this way can better handle the problem of the test utterance being out-of-domain, in which the test utterance used for BWE test could acoustically be very different from those used in DNN based BWE training. Moreover, to expand the bandwidth of out-of-domain speech, the channel mismatch issue still has to be addressed. In our experiment, we found that utterance normalization can reduce some channel mismatch modelled by a bias vector in the log spectrum domain.

These three proposed improvement techniques over our recently proposed DNN based BWE system \cite{23} by predicting the overall wideband spectrum in DNN training, adding cepstral features to DNN training, and utterance normalization are shown in our experimental results to be capable of addressing the three critical issues in enhancing human listening quality, namely: (1) discontinuity between narrowband spectrum and the estimated high frequency spectrum, (2) energy mismatch, and (3) expanding bandwidth of out-of-domain speech signals.
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between testing and training utterances, and (3) ability to expand bandwidth of out-of-domain speech signals. The quality of the enhanced BWE speech signals also demonstrates excellent performances in both subjective and objective tests.

Furthermore, we also explore the feasibility of adding to those already in narrowband speech the speech features embedded in the additional high-frequency spectrum for the purpose of improving the speech recognition system accuracy. Our preliminary experiments on ASR of the 20000-word open vocabulary Wall Street Journal task confirms that wideband speech, with a word error rate (WER) of 8.12%, can always outperform narrowband speech, with a WER of 8.67%, if the systems are based on the same architecture and training strategies. Nonetheless using the same design on the band-expanded speech gives a WER of 8.26% which is close to the performance of wideband speech. This encouraging result will inspire our future work of exploring new algorithms to estimate additional speech features in the missing high frequency spectrum in order to take advantage of many existing narrowband speech corpora and even combine them with existing wideband speech databases to further improve the ASR performance.

2. DNN Based Bandwidth Expansion

2.1. Feature Extraction

In our recent work [23], a DNN-based BWE system was proposed. Although good objective and subjective performances have been reported, predicting high half band parameters often led to some discontinuity problem from the transition points between low-frequency (0–4 kHz) to high-frequency (4–8 kHz) spectra when using log-power spectrum (LPS) as features. To reduce the problem, one possible remedy could be smoothing the speech parameters at these transitions by compensating the energy gap. Our recent experiments show that, a DNN-based BWE system can predict the whole wideband spectrum instead of just the missing high-frequency band. By doing so, it will lead to a slight mismatch between the predicted low-frequency band and the original narrowband, which is usually hardly noticed in the spectrogram but can be exposed when objective measures are used.

For BWE, LPS of the narrowband signal, $X_{\text{LPS}}$, and that of the wideband signal, $\hat{X}_{\text{LPS}}$, are used as input and output features of the DNN, and zero-mean unit-variance normalization [28] was performed on the features before they are fed into DNN [23]. Let $\mu_n$ and $\mu_w$ be the mean vectors of the LPS features of the training data, and $\Sigma_n$ and $\Sigma_w$ their corresponding variances along each feature dimension. Then the input feature is $(Z_{\text{LPS}} - \mu_n) \cdot \Sigma_n^{-1}$, and the output of DNNs, $Y$, and the estimated wideband LPS, $\hat{X}_{\text{LPS}}$, follow the following relation:

$$\hat{X}_{\text{LPS}} = Y \cdot \Sigma_w + \mu_w.$$  

(1)

Some recent research shows that Mel-filter bank [29] features deliver a good performances in DNN based ASR systems. Furthermore we can easily convert LPS to log Mel-filter bank features as follows,

$$X_{\text{MFB}} = \ln \left( \exp \left( X_{\text{LPS}} \right) \times F \right),$$  

(2)

where $X_{\text{LPS}}$ is the $N$-dimension wideband LPS feature vector, while $F$ is an $N \times K$ matrix of Mel-filter banks with $K$ filter bins. For the narrowband signals, and the corresponding Mel-filter feature, $Z_{\text{MFB}}$, the filter bank matrix used is different from the one for the wideband signal, since the frequency range and the number of bins are different, and usually the narrowband signal will have less bins. The number of filter bins is decided by making sure the narrowband signal will have most similar filter banks as those of the wideband signal.

2.2. DNN Training

We used the Kaldi toolkit [28] to train DNNs. Unsupervised pre-training of restricted Boltzmann machine (RBM) was first performed [30]. Then, in discriminative fine tuning, a minimum sum of squared error (MSSE [31]) criterion was used in an attempt to minimize the Euclidean distance between the predicted wideband features and the true wideband features of the desired wideband signal. Let $\{ Y, \hat{Y} \}$ be the output of DNN, where $\hat{Y}$ is some extra output vector for regularization purpose that will be truncated from the final output, $Y$, the objective function is

$$\min \frac{1}{2} \left\| \left( X_{\text{LPS}} - \mu_w \right) \Sigma_w^{-1} - Y \right\|^2 + \frac{\rho}{2} \left( \| f \left( X_{\text{LPS}} \right) - R \|^2 + \gamma \| Y \|^2 + \| R \|^2 \right),$$  

(3)

where $\rho$ is penalty ratio. The third term is L-2 penalty of the overall output vector, but $\gamma$ was set to 0 in this work. $f(\cdot)$ can be any function and if $f(X_{\text{LPS}})$ is a target of other purpose than BWE, it turns out to be multi-task learning [32]. Here we used lower half of the cepstrum in the second term, that is $f(\cdot)$ is doing discrete cosine transform (DCT) and discarding higher half of the parameters. In this way, we can better handling the energy mismatch between the narrowband and wideband spectra,
which could be tough when the input narrowband signal has a large bias from the training data.

3. Speech Recognition on BWE Speech

The acoustic model adopted in this paper for ASR is also feed-forward DNNs [33]. We first pass the narrowband signal’s spectrum through the DNN-based BWE system to get the estimated wideband spectrum, then extract the feature vector (log Mel-filter bank) using the estimated wideband spectrum to feed into the DNN acoustic model for ASR.

In a typical setting of the DNN acoustic model, the hidden layers are usually constructed by sigmoid units, and the output layer is a soft-max layer directly modelling tied context-dependent triphone states, sometimes referred to as senones [34]. The DNN was trained by maximizing the log posterior probability over the training frames. This is equivalent to minimizing the cross-entropy objective function. Let $\mathcal{X}$ be the whole training set, which contains $T$ frames, i.e., $\alpha^{1:T} \in \mathcal{X}$, then the loss with respect to $\mathcal{X}$ is given by

$$L^{1:T} = -\sum_{t=1}^{T} \sum_{j=1}^{J} \tilde{p}(j) \log p(C_j | o^t), \quad (4)$$

where $p(C_j | o^t)$ is the posterior probability of senone $j$, $\tilde{p}^t$ is the target probability of frame $t$. In real practices of DNN systems, the target probability $\tilde{p}^t$ is often obtained by a forced alignment with an existing system resulting in only the target entry that is equal to 1. Mini-batch stochastic gradient descent (SGD) [35], with a reasonable size of mini-batches to make all matrices fit into the GPU memory, was used to update all neural parameters during training. Pre-training methods was used for the initialisation of the DNN parameters.

4. Experiments and Result Analysis

4.1. Experimental Setup

We experimented on the Wall Street Journal (WSJ0) corpus [36] with microphone speech sampled at 16 kHz in 16 bits resolution, and the Switch Board (SWB1) corpus [37] at 8 kHz in 16 bits resolution. WSJ0 with 31166 utterances in the training set (with about 50 hours for training and 10 hours for validation) was used to train the BWE model. The window size of STFT was 400 samples with a shift length of 160 samples on the wideband signal, while the narrowband signal took a window size of 200 with a window shift of 80. Hamming window was used in feature extraction. Mel-filter bank for the wideband signal had 29 bins from 0 Hz to 8000 Hz, and the first 22 bins cover from 0 Hz to 4132 Hz. Narrowband features took coefficients of 22 filter bank bins that cover the frequency range of 0 Hz to 4000 Hz. The base learning rate of MSSE training was set to $10^{-5}$, and the “newbob” method [38] was applied that halves the learning rate when the decrease of the mean squared error is less than 0.25%, and stops when it’s less than 0.25‰.

Mini-batch training [39] with a batch size of 32 utterances and momentum rate of 0.9 was adopted.

For the ASR experiments on the 20k-word open vocabulary Wall Street Journal task, the DNN acoustic model was trained using the WSJ0 material (SI-84). The standard adaptation set of WSJ0 (si_et_ad, 8 speakers, 40 sentences per speaker) was used to perform adaptation of the affine transformation added to the speaker-independent DNN. The standard open vocabulary 20,000-word (20k) read NVP Senheiser microphone (si_et_20, 8 speakers × 40 sentences) data were used for evaluation. A standard trigram language model was adopted during decoding. The ASR performance is given in terms of the word error rate (WER).

4.2. Objective Evaluation of DNN-Based BWE Model

We adopted the DNN structure settings in [23, 40], with 11 frames at the input, and 3 hidden layers with 2048 hidden nodes per layer. Here 11 frames means that 5 preceding and 5 following frames were concatenated together with the current frame to feed into the input layer of DNNs. The objective measures are log-spectral distortion (LSD) [41] and segmental signal-to-noise ratio (SegSNR) [42] illustrated in [23]. Results are listed in Table 1 and Table 2, where LSD_H is the LSD of high frequency spectrum, “HB” means DNN was trained to predict high frequency parameters only, “WB” means DNN would predict whole wideband parameters, and “WB+Cep” means DNN learnt both LPS and cepstral parameters.

The LSD results on the left column in Table 1 show that when DNN was trained to predict the whole wideband parameters (“WB”), it could actually reduce the overall spectral difference between narrowband spectrum and the low frequency spectrum of the wideband signal (from 6.13 dB obtained with “HB” to 5.45 dB), where the difference could be caused by the channel (simulated as a lowpass filter or bandpass filter) used to generate the narrowband signal from the wideband signal. Furthermore, learning cepstral together with LPS parameters (“WB+Cep”) further reduced the LSD to 5.42 dB. Similar conclusions can be drawn for the LSD_H (high frequency LSD) results on the right column in Table 1.

Moreover the proposed “WB+Cep” DNN training strategy achieved great gains over “WB” (proposed in this study) and “HB” (proposed in [23]) on SegSNR as shown in Table 2 with only results of reconstructed signals given the real phase of the wideband signal (“CP”) and the high-frequency imaged phase from the narrowband signal (“IP” as in [23]). Clearly the “CP” case on the left column was improved by 0.95 dB (from 18.13 to 19.08 dB). Even for the “IP” case on the right column, when the phase was not re-estimated, we still obtained a gain of 0.6 dB (from 13.28 to 13.88 dB).

4.3. Subjective Test on Out-of-Domain Dataset

DNN models are known to deliver a strong learning ability and robustness. This motivated us to test on out-of-domain narrowband speech. The data set we used to train the BWE system was
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WSJ0 which is relatively clean and stable, and the data set we chose to cross test the system is the SWB set which is relatively tough that it might contain other voices than speech with echo and sometimes multiple speakers. To reduce the channel mismatch, which could be the most significant problem if we use mismatch data sets for training and testing, normalization was performed at the utterance level in this case, that each utterance will have its own $\mu_i^n$ and $\Sigma_i^n$ to be normalized.

We also performed utterance level normalization on the training data, and retrained DNN using the new features but with the same DNN structure. Since the SWB data are real-world narrowband speech and its bandwidth was only 3.4 kHz, we built the BWE system from 3.5 kHz to 7 kHz, and thus the feature dimensions should be modified correspondingly. On the other hand, there is no $\mu_w$ nor $\Sigma_w$ available for the SWB utterances, and without them it is not easy to reconstruct LPS and waveforms afterwards. Here we borrowed $\mu_w$ and $\Sigma_w$ estimated from the WSJ data, and bias $b_i$ and scale $s_i$ were applied on them respectively. Assume $\mu_{wn}$ is the low frequency part of $\mu_w$, and $\Sigma_{wn}$ is the low frequency part of $\Sigma_w$, then we have,

$$b_i = \frac{\mu_i^n - \mu_{wn}}{\Sigma_i^n} \quad (5)$$

$$s_i = \frac{\Sigma_i^n \cdot \Sigma_{wn}}{\Sigma_i^n} \quad (6)$$

where $i$ is the index of the utterance, $\Sigma$ gives the mean of all entries of a vector, $\mid \cdot \mid$ is the determinant, and $M$ is the dimension of the narrowband feature vectors. Then the method in [23] with the narrowband phase (“IP”) was used to reconstruct the waveforms for listening tests.

An example SWB utterance is shown in Figure 3. If only global normalization was used (upper right panel), the estimated high-frequency spectrum has lower cleanness with less energy, and the elliptical area shows high-frequency missing for several frames, which might come from channel mismatch that DNN failed to find a pattern for them. If utterance level normalization was used (lower left panel), there are more energy in the high-frequency spectrum, but the rectangular area shows noise being expanded to a consonant. We believe it mostly came from the energy mismatch that training data did not have noise (non-speech sound) at the same energy level. The proposed one (lower right panel) shows an excellent performance on all sounds that the spectrogram is more clear and accurate.

We invited male and female students around our lab at Georgia Tech to test their preference to bandwidth-expanded speech. None of the volunteers work on BWE. A subset with 1% of the testing set of SWB was randomly selected, and each volunteer was asked to listen to 10 sequences which were randomly picked among the 1% subset. In the preference test volunteers were given two parallel sequences at one time without other information about the sequences, and were asked to choose their preferred one or “No Preference” (N/P). Results are shown in Table 3, and in most cases bandwidth expanded sequences were chosen as having better quality (almost 90%) and higher cleanness than the other two options. Only in the few cases when volunteers prefer narrowband speech, it was described as being with less noise or giving a softer quality.

Table 3: Preference Test on SWB.

<table>
<thead>
<tr>
<th>Narrowband</th>
<th>BWE</th>
<th>N/P</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.7%</td>
<td>88.6%</td>
<td>5.7%</td>
</tr>
</tbody>
</table>

4.4. ASR on 20000-word Open-Vocabulary WSJ Task

Finally we gave a preliminary ASR test on the 20k-word open vocabulary Wall Street Journal task, in which the DNN acoustic model was trained using the WSJ0 material (SI-84). Original wideband speech, narrowband speech that only has low-frequency spectrum (0–4 kHz) of the wideband speech, and the speech bandwidth-expanded from narrowband speech (“WB”) in [24] were used to train the DNN based acoustic models of the ASR system separately using the Kaldi toolkit [28]. Then three models were used to decode speech on the test set and the word error rates are listed in Table 4. Original wideband speech achieved 8.12% WER, and narrowband speech got a 8.67% WER, or a 6.8% relative WER degradation, while BWE speech obtained a 8.26% WER, or a 4.7% relative improvement on narrowband speech and only a 1.7% WER degradation when compared with that obtained with original wideband speech.

Table 4: WER obtained from the wideband, bandwidth-expanded and narrowband speech training data in 20k-word open vocabulary Wall Street Journal ASR task.

<table>
<thead>
<tr>
<th></th>
<th>Wideband</th>
<th>BWE</th>
<th>Narrowband</th>
</tr>
</thead>
<tbody>
<tr>
<td>WER</td>
<td>8.12%</td>
<td>8.26%</td>
<td>8.67%</td>
</tr>
</tbody>
</table>

5. Conclusion and Future Work

In this paper, a DNN based BWE framework was explored to improve the performance of BWE in both hearing quality and speech recognition. Three new techniques were explored to resolve the spectrum discontinuity issue mentioned in our previous work, and to improve the system performance when there is energy mismatch and channel mismatch. Experiment results showed that the objective measures achieved significant improvements on in-domain test utterances, and that subjective listening tests on out-of-domain narrowband utterances further confirm the improved system performance in real-world application. Furthermore, the preliminary ASR experiments show that the BWE techniques can improve the recognition performance of narrowband speech. Future work will focus on migrating the BWE-enhanced ASR framework to handle out-of-domain real-world data sets through additional channel matching and normalization.

Figure 3: Spectrograms of an example SWB utterance: upper left – original narrowband speech, upper right – bBWE speech with global normalization, lower left – BWE speech using utterance normalization, and lower right – BWE using utterance normalization and cepstral multi-task learning.
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