Speech Recognition with Temporal Neural Networks
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Abstract

Raw temporal features were derived from extracted temporal envelope bank (referred to as “Tbank”). Tbank features were used with deep neural networks (DNNs) to greatly increase the amount of detailed information about the past to be carried forward to help in the interpretation of the future.

Index Terms: raw temporal features, temporal neural network

1. Introduction

For speech feature learning and for speech recognition, the goal has been condensated to the use of primitive spectral or possibly waveform features [1]. Deep neural networks (DNNs) exploit information in neighboring frames and by modeling tied context-dependent (CD) states [2]. The whole network is discriminatively fine-tuned to predict the target hidden Markov model (HMM) states. Back-propagation repeatedly adjusts the weights of the connections in the network so as to minimize a measure of the difference between the actual output vector of the net and the desired output vector [3]. Gradient descent can be used for fine-tuning the weights, but this works well only if the initial weights are close to a good solution [4]. “Raw” spectral features not only retain more information (including possibly redundant or irrelevant ones), but also enable the use of convolution and pooling operations [1]. Convolutional neural networks (CNNs) have showed success in achieving translation invariance for many image processing tasks [5]. It is suitable for image processing because the same image pattern can appear at any position in an image [6]. Research for acoustic modeling using deep belief networks (DBNs) are currently exploring alternative input representations that allow DNNs to see more of the relevant information in the sound-wave, such as very precise coincidences of onset times in different frequency bands [7].

The treatment of the time dimension of speech by DNN-HMM and Gaussian mixture model (GMM)-HMMs alike is viewed as a very crude way of dealing with the intricate properties of speech [8]. Enhancing the features causes the network to be less robust to mismatched conditions, e.g. SNR or channel variations, because it sees fewer variations in the data during training [9]. DNNs have the ability to generate internal representations that are robust [10] with respect to variability seen in the training data. Overfitting can be reduced by using “dropout” to prevent complex co-adaptations on the training data [11]. These improvements on DNN architecture and learning were necessary to push the features back to the raw level of acoustic measurements [1]. Yet, it is believed that features better than mel-scale filter-bank may be discovered in the near future to further boost CD-DNN-HMMs [12].

The present study expands on previous research to explore alternative input representations that allow DNNs to hear more of the relevant information in the sound-wave, such as very precise coincidences of onset times in different temporal bands. High levels of speech recognition have been achieved with a new sound processing strategy for multielectrode cochlear implants [13]. No specific features of the speech input such as fundamental or formant frequencies of voiced sounds, were extracted explicitly. Speech pattern recognition can be achieved with primarily temporal cues [14]. These cues are often expressed over diverse time spans that would benefit from different lengths of analysis windows in speech analysis and feature extraction [15]. The speech information related to the fundamental frequency of speech, on the other hand, can be encoded in electric repetition rate as in the speech processor [16]. Further, the discriminative cues among separate speech classes are often distributed over a longer time span, which often crosses neighboring speech units [15].

Figure 1: Temporal envelope extraction with 4 bands.

“Raw” temporal features were derived from extracted temporal envelope bank (Tbank) to confront the problem of dimensionality reduction: finding meaningful low-dimensional structures hidden in their high-dimensional observations [17]. Temporal envelopes of speech were extracted from broad frequency bands and were used to modulate noises of the same bandwidths [14], as shown in Figure 1. The CD-DNN-HMM has the ability to generate more invariant and selective features at higher hidden layers [12]. Hidden layers can be considered as increasingly complex feature transformations and the final softmax layer as a log-linear classifier making use of the most abstract features computed in the hidden layers [18]. For comparison with raw spectral features: 40-dimensional log mel filter-bank (referred to as “Fbank”), Tbank features were derived with 40 coefficients distributed on a mel-scale (Fig. 2).
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Figure 2: Time-locked static feature parameters of Tbank.
The unique characteristic of speech lies primarily in its temporal dimension—particularly, in the huge variability of speech associated with the elasticity of this temporal dimension [15]. The time functions are expanded by orthogonal polynomial representations [19]. First- and second-order derivative features were used in an investigation of DNN for noise robust speech recognition [9]. While these dynamic features are useful [12], difficulty was found for learning or improving delta-like features [1]. Figure 3 evaluates the effect of appending dynamic temporal derivatives to Tbank+Δ+ΔΔ.

![Figure 3: Combinations of the static Tbank+Δ+ΔΔ features.](image)

### 2. Experiments

To evaluate the speech recognition performance of the DNN-HMM, a series of experiments was performed on Aurora-4 [20], a medium vocabulary task based on the Wall Street Journal (WSJ0) corpus. The experiments were performed with the 16 kHz clean training set consisting of 7137 utterances from 83 speakers. The evaluation set was Test Set 1 (clean data), derived from WSJ0 5k-word closed vocabulary test set which consists of 330 utterances from 8 speakers.

The baseline GMM-HMM system consisted of context-dependent HMMs with 2032 senones and 16 Gaussians per state trained using maximum likelihood estimation. The input features were 13-dimensional mel frequency cepstral coefficient (MFCC) features and cepstral mean subtraction was performed. The 13-dimensional MFCC features were spliced in time taking a context size of 7 frames, followed by de-correlation and dimensionality reduction to 40 using Linear Discriminant Analysis (LDA) [21]. The resulting features were further de-correlated using maximum likelihood linear transform (MLLT) [22]. These models were also used to align the training data to create senone labels for training the DNN-HMM system. Decoding was performed with the WSJ0 trigram language model.

DNNs were trained using either raw Fbank or Tbank features. Utterance-level mean and variance normalization was performed. The input layer was formed from a context window of 11 frames creating an input layer of 440 visible units for the network. DNNs had 5 hidden layers with 2048 hidden units in each layer and the final soft-max output layer had 2032 units, corresponding to the senones of the HMM-system. The networks were initialized using layer-by-layer generative pre-training and then discriminatively trained using twenty-five iterations of back propagation. A learning rate of 0.16 was used for the first 15 epochs and 0.004 for the remaining 10 epochs, with a momentum of 0.9. Back propagation was done using stochastic gradient descent in mini batches of 512 training examples. DNN dropout training was not used in preliminary experiments because dropout essentially reduces the capacity of the DNN and thus can improve the generalization of the resulting model [9].

### 3. Temporal neural network

Deep learning, representation learning, and unsupervised feature learning sets an important goal of automatic discovery of powerful features from raw input data independent of application domain [1]. Because the temporal structure of the HMM is maintained [10], a temporal neural network (TNN) refers to when temporal envelope alignment [23] is used during the steps [8] of converting and denoting, prior to fine-tuning the DNN and re-estimating the transition probabilities.

![Figure 4: Structure of temporal neural network (TNN).](image)
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Figure 5: Sine-wave synthesis with 4 bands.

There is a vast space to explore in the deep learning framework using insights gained from temporal-centric generative modeling [8]. A learning algorithm creates internal representations that are demonstrably the most efficient way of using the preexisting connectivity structure [24]. The present study evaluates the learning algorithm that is capable of learning the underlying constraints that characterize a temporal domain simply by being shown examples from the temporal domain. DBNs are probabilistic generative models with multiple layers of stochastic hidden units above a single bottom layer of observed variables that represent a data vector [8]. The generative pre-training creates many layers of feature detectors that become progressively more complex [7]. The generative model learned during pre-training helps overfitting, even when using models with very high capacity and can aid in the subsequent optimization of the recognition weights [8].

New improvements on DNN architectures and learning are needed to push the features even further back to the raw level of acoustic measurements [1]. Due to automatic learning of representations [1], temporal envelope extraction should pull the features back even further to the rawest level of acoustic measurements [ex: 13, 14, 16]. A previous correspondence has investigated the automatic recognition of cochlear implant-like spectrally reduced speech, which is synthesized from subband temporal envelopes of the original clean speech [25]. For comparison with raw temporal features (Fig. 1), the envelope could also be used to modulate a sine-wave generated at the center of the analysis band, as shown in Figure 5.
4. Effects of the number of bands

Figure 6 displays performance for temporal features as a function of the number of temporal bands. Triphone HMMs were trained on the clean training set. The clean test data was split into 1, 2, 4, 6, 8, 16, or 24 bands for temporal envelope extraction (Fig. 1) or sine-wave synthesis (Fig. 5). Sidebands of sine-waves provided a periodic temporal structure that enhanced discrimination capabilities of acoustic units for 6 - 8 bands. However, the overlapping spectral sidebands generated from amplitude modulation caused performance to decrease from 80.78 to 70.52% when the number of bands increased from 8 to 24. For temporal envelopes, the sidebands of white-noise carriers were masked by carrier spectra, limiting the delicate structure of triphones and speech attributes with 6 and 8 bands. However, the contiguous bands of white-noise enabled performance for temporal envelopes to increase monotonically as the number of bands increased from 1 to 24, with accuracy improving from 5.08 to 87.22%. Findings were similar to other databases [23], with higher accuracy attributed to using a balanced database [20] or performing LDA+MLLT instead of appending first- and second- order time derivatives.

Figure 6: GMM-HMM performance on Tbank features.

Figure 7: CD-DNN-HMM performance on Tbank features.

5. Effects of temporal dynamics

The presentation of a dynamic temporal pattern in only a few broad spectral regions was sufficient for the recognition of speech [14]. High speech recognition performance could be achieved with only three time-varying bands of noise representing the complex spectral patterns of speech. Although the previous section showed temporal waveform envelope provides significant information for DNN speech recognition, nearly perfect speech recognition could not be computed under these parameters of greatly reduced spectral information.

Figure 8 shows appending dynamic features improved accuracy for temporal envelopes from 18.21% (Fig. 7) to 22.29% with 4 bands. This technique broadened the DNN input layer from 440 to 1320 visible units. Figure 9 shows decreasing the number of coefficients in Tbank from 40 to 24 improved accuracy for sine-waves from 30.30% (Fig. 7) to 34.95% with 4 bands. This technique reduced the DNN input layer from 1320 to 792 visible units. Although incorporating temporal derivatives improved Tbank feature robustness, the presentation of a dynamic pattern in only a few broad spectral regions was still not sufficient for the recognition of speech.

Figure 8: CD-DNN-HMM performance on Tbank+Δ+ΔΔ.

Figure 9: CD-DNN-HMM on 24-dimensional Tbank+Δ+ΔΔ.

6. Learning temporal representations

Performance is improved by incorporating information about the environment into DNN training [9]. This ability allows us to just feed in heterogeneous data collected under different environments and expect DNNs to reduce the mismatch and be robust to the variation [12]. A simplified representation of speech is able to support relatively high levels of open-set recognition [13]. Spectral information was removed from speech by replacement of the frequency region with a band-limited noise [14]. In this respect, performing automatic speech recognition with HMMs trained on spectrally reduced speech could assess the relevance of spectrally reduced speech.
as a model for speech recognition [25]. Table 1 compares word error rate (WER%) with HMMs trained on various Tbank features. Because the temporal structure of the HMM is maintained [10], Table 1 shows temporal waveform envelope provides significant information for TNN speech recognition in the deep learning framework.

<table>
<thead>
<tr>
<th>Tbank Features</th>
<th>WER% (GMM)</th>
<th>WER% (TNN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 band envelopes</td>
<td>6.99</td>
<td>4.99</td>
</tr>
<tr>
<td>8 sine-waves</td>
<td>5.47</td>
<td>3.59</td>
</tr>
<tr>
<td>24 band envelopes</td>
<td>5.03</td>
<td>3.47</td>
</tr>
<tr>
<td>24 sine-waves</td>
<td>7.55</td>
<td>4.22</td>
</tr>
</tbody>
</table>

Table 1: Performance (WER%) with matched Tbank training.

Table 2 compares WER% at different steps [8] between a CD-DNN-HMM baseline and a TNN. Performance for GMM-HMMs improved when trained and tested on 24 band envelopes compared to baseline MFCC features. These Tbank models were then used to align the training data to create senone labels for training a TNN. Next, matched Tbank training with a TNN reduced WER% on the Tbank evaluation set compared to the Fbank training set results with CD-DNN-HMMs. Finally, Table 2 shows the TNN gives fewer errors if trained and tested on the same Fbank features as the CD-DNN-HMM baseline. Using a better alignment to generate training labels for the DNN can improve the accuracy [8].

<table>
<thead>
<tr>
<th>System/Features</th>
<th>WER%</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM-HMM on MFCC</td>
<td>5.08</td>
</tr>
<tr>
<td>GMM-HMM on Tbank</td>
<td>5.03</td>
</tr>
<tr>
<td>CD-DNN-HMM on Tbank</td>
<td>8.95</td>
</tr>
<tr>
<td>TNN on Tbank</td>
<td>3.47</td>
</tr>
<tr>
<td>CD-DNN-HMM on Fbank</td>
<td>2.88</td>
</tr>
<tr>
<td>TNN on Fbank</td>
<td>2.63</td>
</tr>
</tbody>
</table>

Table 2: Comparison of systems at different steps of training.

By using mixed-bandwidth training data, the DNN learns to consider the differences in the wideband and narrowband input features as irrelevant variations [12]. To avoid a “hand-crafted” transformation of speech spectrogram, and the known loss of information from the raw speech data [1], Table 3 only combines Tbank features in steps [8] to generate a state-level alignment on the training set to preserve the frequency axis for other techniques [ex: 1, 5, 6]. Any improvements in modeling units that are incorporated into the CD-GMM-HMM baseline system, such as cross-word triphone models, will be accessible to the DNN through the use of the shared training labels [8].

<table>
<thead>
<tr>
<th>Alignment</th>
<th>WER% (GMM)</th>
<th>WER% (DNN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC</td>
<td>5.08</td>
<td>2.88</td>
</tr>
<tr>
<td>+3 band envelopes</td>
<td>4.76</td>
<td>2.76</td>
</tr>
</tbody>
</table>

Table 3: Temporal representation during state-level alignment

Table 3 shows combining Tbank feature representation during steps to generate a state-level alignment allows the DNN to give fewer errors if trained and tested on raw Fbank features.

### 7. Discussion

Speech presents a difficult pattern recognition problem for the auditory system [14]. The human brain confronts the same problem in everyday perception, extracting from its high-dimensional sensory inputs-30,000 auditory nerve fibers or 10⁶ optic nerve fibers-a manageably small number of perceptually relevant features [17]. The recognition of speech has been thought to require frequency-specific (spectral) cues [14]. There is nothing in the ear corresponding to the crystalline lens of the eye, and this not accidently, so to speak, but by the very nature of the case [26]. Nearly perfect speech recognition was observed under conditions of greatly reduced spectral information [14]. These novel finding imply that the process of speech perception makes use of time-varying acoustic properties that are more abstract than the spectra and speech cues typically studied in speech research [27]. The processing of acoustic structure at the level of the syllable is best described as rhythm detection, and speech rhythm is determined principally by the acoustic structure of amplitude modulation at such very precise low rates in the signal [28]. Rather, the ultralow-frequency modulation envelopes in the order of 3 to 8 Hz are critical cues to intelligibility [29]. Deciphering the information from amplitude-modulated (AM) sounds is a well-understood process, requiring a phase locking of primary auditory afferents to the modulation envelopes [30]. Rhythm in speech is a property of the slow AM of the waveform, corresponding roughly to the AM associated with syllables [28]. These findings lend support to recent theories of speech encoding that state, contrary to conventionally thinking, that a detailed auditory analysis of the short-term acoustic spectrum is not essential to the speech code [29].

The present results complement existing studies of simplified acoustic representations of speech for normal hearing listeners and provide further insight into the minimal cues necessary for speech understanding [13]. Many defining features of speech sounds are rapid temporal transitions with durations well within the reversal window [29]. Research for acoustic modeling using DBNs are currently exploring ways of using recurrent neural networks (RNNs) to greatly increase the amount of detailed information about the past that can be carried forward to help in the interpretation of the future [7]. Although the amplitude spectrum of a waveform is unaffected by time reversal, the temporal envelopes, as well as the fine structure of the running spectrum, are highly distorted for such sounds [29]. It is evident therefore that it is useless to look for anything corresponding to the crystalline lens of the eye, and that our power of telling the origin of a sound must be explained in some different way [26].

### 8. Conclusions

We present an alternative input representation that allows deep neural networks to hear more of the relevant information in the sound-wave, such as very precise coincidences of onset times in different temporal bands. Band envelopes pulled the features back even further to the rawest level of acoustic measurements. New improvements on TNN architectures and learning are needed to push the features even further back, setting up a new goal¹ for deep learning.
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