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Abstract

We propose an entropy minimization dialog management (DM) strategy for goal-driven information retrieval (IR). By associating each goal of an IR task with a set of stochastic attributes, reaching a goal can then be accomplished by filling the “attribute slots” corresponding to the goal. Information access can now be cast as a dialog problem that specific information about the attributes is solicited from a user by the system through multiple dialog turns. For a real-world music search task with 38118 songs and 12 attributes corresponding to each song, we demonstrate the concept by designing a simulation game to order song from the above music database. We show that 8.3 dialog turns are needed on the average if random questions are asked by the system, whereas the entropy minimization DM is a very efficient goal seeking method to order a song with the least amount of 3.3 dialog turns among different strategies. Furthermore, the proposed DM techniques can manage the dialog process in a more efficient and flexible manner.

Index Terms: information retrieval, probabilistic dialogue management, entropy minimization, goal-driven strategy

1. Introduction

With the fast growing availability of a vast amount of useful data on the web, information retrieval [1], search [2] and question answering [3] are now critical parts of human daily activities in the society. Online customer services [4] and call routing [5] at call centers are technology extensions. Designing efficient and effective access systems to such data is therefore becoming very important research topics [6]. A majority of the systems in use today are based on one-shot interactions that the system will give results based a single user query. The responses are often arranged in a list of web links (e.g., Google [7], Bing [8] and Baidu [9] search engines). It is then up to the users to formulate their queries in a smart way in order to reduce the size of the returned lists to have fast and usable search results. Although we have witnessed successful deployments of the abovementioned one-shot interactive systems in real-world applications, they still have two major shortcomings. First of all, “best-match” is still the basic principle of such IR systems, which means the best possible system response will be the result most closely matches the user request [10]. It requires the user to be able to specify all the relevant aspects of the target goal in the users request, and the systems could fully understand the intention from the users input. However this is far from the real situation in which neither the user nor the system had a full knowledge about each others goal and expectations. The second major problem lies in the fact that the user and the system are not working collaboratively together to achieve the users goal in an efficient manner. So these one-shot interactive systems often only work passively not being able to provide intelligent feedback according to the users request. There is therefore no guarantee for an optimal system performance.

Nonetheless if we relax the one-shot constraint and allow multiple turns in the above interactions, then the IR problem can be formulated as a human-machine dialog process that many existing system design principles can be incorporated into implementing multi-turn information access [11]. It is clear that users would like to obtain the desired information exactly within a minimum number of dialog turns [12]. Therefore a good dialogue strategy plays a critical role in information retrieval dialog management.

There are many categories of dialogue management strategies. For example, the strategy can be system-initiative or mixed-initiative [13]. It has been argued that a mixed-initiative conversational agent provides an easier, interactive and natural access to information [14]. However not all experiments support this claim [15].

From an implementation point of view, different dialog management strategies have also been proposed and no single one clearly stands out [16]. McTear [17] represents the dialog structure as a finite-state transition network. The AT&T HMIHY system [18] introduces a dialog-based call routing system based a hand-coded hierarchy of call types and attempts to use the outcome of the algorithm to select from a set of dialog strategies. Natural language call routing [19] also developed a router and a dialog disambiguation module, both of them can be trained automatically from labeled examples. Markov decision process (MDP) [20][21] based approaches optimize their actions by reinforcement learning [22]. To deal with ASR and NLU errors, an improved framework called partially observable Markov decision process (POMDP) has been proposed [23]. Rather than maintaining one hypothesis for the state, the POMDP framework maintains a distribution over all possible dialogue states [24]. Scalability is assumed to be the major d-
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ifficulty of the POMDP framework. The number of potential states grows exponentially during a dialogue process and the computational complexity of exact POMDP optimization grows astronomically [24].

Other researchers try to exploit data mining techniques to summarize the back-end database and generate specific queries to users in a cooperative way [25] [26]. The DM module scans the database at every turn in a dialogue process. It filters the database based on the users intentions and preferences, and the resulting items are used to determine the content of the summary and the system actions. These queries tend to ask a user about those attributes with high uncertainty [25], which can reduce the search space at most. Their experiment results show that a dialogue process will become more efficient if the dialogue system can generate suitable questions for the users, which are based on the intentional summaries. One problem of this database summary method is that it implicitly assumes that all attributes are uniform distributed, so those attributes with more distinct values would have higher entropies [25]. However, this assumption prevents to integrate a real prior distribution of database entries into the dialogue management.

In this paper, we consider information retrieval as a multiple-turn, goal-driven task. By associating each goal of an IR task with a set of stochastic attributes, reaching a goal can then be accomplished by filling the “attribute slots” corresponding to the goal. Information access can now be cast as a dialog problem that specific information about the attributes is solicited from a user via multiple dialog turns. We propose a probabilistic framework for that goal-driven information retrieval task and an entropy minimization approach for the corresponding dialogue manager.

We test our proposed framework on a music search task with 38118 songs and 12 attributes corresponding to each song. We demonstrate the entropy minimization concept by designing a simulation game to order song from the above real-world music database. We show that 8.3 dialog turns are needed on the average if random questions are asked by the user. Whereas the entropy minimization is a very efficient goal seeking method to order a song with the least amount of 3.3 dialog turns. Furthermore, if the prior distribution over the database is considered, the proposed method can provide much better performance than other strategies, which shows that it can manage the dialog process in a more efficient and flexible manner.

The rest of the paper is organized as follows. First, a probabilistic framework for dialogue system is described in Section 2. An entropy reduction based strategy for dialogue design is introduced in Section 3. Then in Section 4, an interesting game is designed as testing scenario. And the experiment results and analysis appear in Section 5. Finally, we conclude the paper in Section 6.

2. Probabilistic Framework for Goal-driven Information Retrieval

An information retrieval system should have a knowledge base as the source of information, so the system can provide answer to the requests of users. We note the knowledge base as $K$, the question from users as $q$, and the corresponding answer as $A$. Then we have the joint probability distribution of this question-answer process as $P(A, q, K)$. By the definition of conditional probability, and considering the fact that the question $q$ is independent of knowledge base $K$, we have:

$$P(A, q, K) = P(A|q, K)P(q)P(K)$$

(1)

So the best answer to that question $q$ will be:

$$A = \arg \max_A P(A|q, K)$$

(2)

In interactive information retrieval system, to achieve a certain goal, the user and the system should work collaboratively together to understand the intention of the user in an efficient manner and find out the corresponding answer. So $K$ is not only stand for the knowledge base, but also extend to the whole background knowledge that the user and the system share.

Now in the multiple-turn dialoue process, the initial request is usually initiated by the user, while later, there are also some questions asked by the system to get information from the user. They work collaboratively together to find out the goal of the task. So we note all these questions, both from the user and the system, as a sequence $Q = \{q_1, q_2, ..., q_n\}$. Then the joint probability distribution of multiple-turns dialoue process is:

$$P(A, Q, K) = P(A|Q, K)P(Q|K)P(K)$$

$$= P(A|\{q_1, q_2, ..., q_n\}, K)P(\{q_1, q_2, ..., q_n\}|K)P(K)$$

(3)

While the best result of that dialoue process is:

$$A = \arg \max_{A, Q_1, Q_2, ..., Q_n} P(A|\{q_1, q_2, ..., q_n\}, K)P(\{q_1, q_2, ..., q_n\}|K)$$

(4)

3. Entropy Minimization Approach

In multiple-turns information retrieval systems, the dialogue management plays a critical role to generate the system output, which is crucial to keep the dialogue going forward and achieve the goal efficiently.

For goal-driven information retrieval, each goal of an information retrieval task can be represented with a set of stochastic attributes. Reaching a particular goal can then be accomplished by filling the “attribute slots”.

Traditional dialogue systems often follow a certain order to get information from the user with system-initiative strategy, or try to extract information from the user freely with a user-initiative strategy, until all attribute slots are filled. So efficiency cannot be guaranteed. While in our proposed framework, we develop an entropy minimization approach to multiple-turn dialogue management.

From Eq.(3), we can decompose question sequence $Q$ with chain rule of probability, in that case, we have:

$$P(A, Q|K) = P(A|Q, K)P(Q|K)$$

$$= P(A|\{q_1, q_2, ..., q_n\}, K)P(\{q_1, q_2, ..., q_n\}|K)$$

$$= P(A|\{q_1, q_2, ..., q_n\})P(q_1|K)P(q_2|q_1, K)...P(q_n|q_{n-1}...q_1, K)$$

(5)
Based on entropy theory, we have following formula:

\[
H(A|\{q_1, q_2, ..., q_n\}, K) = H(A, Q|K) - H(\{q_1, q_2, ..., q_n\}|K) = ... \tag{6}
\]

and random strategies make no use of any information of the database in the question order. Meanwhile, the DSD-2029 are 3020 distinct singers issuing a total of 10322 albums. The number of entities associated lar case, some attribute information is missing for 20.8% of the collect all relevant attributes for so many songs. In this particu-
lar song. Table 1 list all these attributes. Its really difficult to try a set of 12 attributes is used for the user to identify a partic-
database consisting of 38118 songs. Corresponding to each en-
try, the system will ask the question which can maximize the entropy reduction in the new turn, or update the distribution for the resulting candidate list with the new input from the us-
er. Thus, the entropy of the candidate list goes down till we get the final result. Entropy minimization based on maximizing en-
tropy reduction provides the most efficient strategy and can be done using a greedy algorithm [27].

4. Testing Scenario

Goal-driven information retrieval usually involves human-
machine interactions (HCI) [28]. The process depends on both parties. Its not so easy to test the performance of any dialog strategy. Empirical evaluations are often employed [29] [30], and it is very expensive in both manpower and time. To circumvent this difficult, we design a game to simulate the testing scenario.

Table 1: The 12 attributes of a song.

<table>
<thead>
<tr>
<th>ID</th>
<th>Attributes</th>
<th>Description</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Singer</td>
<td>The name of the singer</td>
<td>3021</td>
</tr>
<tr>
<td>2</td>
<td>Gender</td>
<td>The gender of the singer</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Region</td>
<td>The region of the singer</td>
<td>19</td>
</tr>
<tr>
<td>4</td>
<td>Album</td>
<td>The album of the song</td>
<td>10322</td>
</tr>
<tr>
<td>5</td>
<td>Company</td>
<td>The publisher of the song</td>
<td>1193</td>
</tr>
<tr>
<td>6</td>
<td>Language</td>
<td>The language of the song</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>Lyricist</td>
<td>The lyricist of the song</td>
<td>5603</td>
</tr>
<tr>
<td>8</td>
<td>Composer</td>
<td>The composer of the song</td>
<td>5642</td>
</tr>
<tr>
<td>9</td>
<td>Live</td>
<td>Live version or not</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>Time</td>
<td>Release time of the song</td>
<td>431</td>
</tr>
<tr>
<td>11</td>
<td>Style</td>
<td>The style of the song</td>
<td>346</td>
</tr>
<tr>
<td>12</td>
<td>Emotion</td>
<td>The emotion of the song</td>
<td>59</td>
</tr>
</tbody>
</table>

The goal of the game is to order a song from a music database consisting of 38118 songs. Corresponding to each en-
try a set of 12 attributes is used for the user to identify a particular song. Table 1 list all these attributes. Its really difficult to collect all relevant attributes for so many songs. In this particu-
lar case, some attribute information is missing for 20.8% of the songs in the music database. The number of entities associated with each attribute is also listed in Table 1. For example, there are 3020 distinct singers issuing a total of 10322 albums.

In Figure 1, we can look into more detail of the music database. There are more songs from male singer than from female singer, but the difference is not much. Only a small part of the songs is from a live version. For top-10 distributions, “Popular” music ranks first in the attribute related to “style”, and “Sentimental” ranks first in the attribute associated to “em-otion”.

To play the simulated music ordering game, two agents, robots RA and RB, are involved. RA selects a song in the database, and RB tries to find out the exact song RA has selected. RB can ask RA any question about these 12 attributes, and RA will answer it to the best of its knowledge. After RB gives a response, RA will update its candidate list and judge if it is good for final result. There are two situations for the correct result, namely: (i) there is only one song in the result and its same as the song that RA has selected in advance; and (ii) RB returns a song list, in which those songs share the same value in all these 12 attributes and the song that RA has selected is included. The absence of an attribute is assumed to be equal to any value in that attribute.

RB attempts to obtain the correct song with as few question-s as possible, and RB can use one of the following 4 strategies and compare their performance

- Sequential Strategy: RB asks questions under a fixed or-
der of these attributes;
- Random Strategy: RB randomly chooses a question about one attribute that has not been asked;
- Database Summary Strategy (DSDM): RB scans the can-
didate set in every turn and chooses a question about the attribute with the highest uncertainty;
- Entropy Minimization Strategy (EMDM): RB calculates the distributions and the corresponding entropies of the remaining attributes that have not been asked, and chooses the one with the maximum entropy reduction as the next question.

In fact, these four strategies can be divided into 2 categories. Sequential and random strategies make no use of any informa-
tion of the database in the question order. Meanwhile, the DSD-
M and EMDM strategies try to find more efficient actions with the remaining candidate set.

We conduct the experiments in two different settings. First, we do not have any knowledge about which song is preferred by the users, and therefore every song in the database shares the same prior probability. In this case, every song works as a goal set all together. Second, we do have a prior distribution over the database, which is obtained from the users dialog history. In this case, we do sampling from the database according to the prior distribution.

5. Experiments and Result Analysis

With the game described in Section 4, it was easy to evaluate the performance of different dialog strategies. For the #uniform setting, every song in the music database was evaluated once with the fours strategies. For #sampling setting, 50000 songs sampled form the database were evaluated. The average number of dialog turns required for each strategy is listed in Table 2.

Table 2: Average numbers of dialog turns.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>#uniform</th>
<th>#sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential</td>
<td>9.298</td>
<td>8.306</td>
</tr>
<tr>
<td>Random</td>
<td>8.297</td>
<td>7.159</td>
</tr>
<tr>
<td>DSDM</td>
<td>3.330</td>
<td>3.223</td>
</tr>
<tr>
<td>EMDM</td>
<td>3.309</td>
<td>3.065</td>
</tr>
</tbody>
</table>

With the #uniform setting in the middle column, the sequential and random strategy needed 9.3 and 8.3 dialog turns to achieve the target song on average. With the #sampling setting in the right column, 8.3 and 7.2 dialog turns were needed by these two strategies, respectively. Comparing sequential and random strategies, shown in Figures 2(a) and 2(b), we can see that random ordering is much smoother in the histogram than that for fixed ordering. For these two strategies, unless the situation that only one candidate song left after several turns happened, the dialogue process would not end before getting all 12 attributes inquired. So a large part of dialogues took 12 turns of the interactions.

On the other hand, the DSDM and EMDM strategy were both based on analyzing the candidate sets. So these two methods could choose informative questions to ask the users, which led to a significant reduction of the dialogue turns. The DSDM method chose the attribute with the maximum distinct values, but the attribute with the maximum distinct values might not be the most informative one. For example, if a set of songs had many distinct composers, but most of the songs were composed by one of them. In this situation, the composer attribute might not be a good choice. The EMDM strategy could chose the most informative attribute to inquire, so it performed even better than the DSDM method. But the difference was not that much. To explain that results, a more detailed comparison was shown in Table 3.

Table 3: Comparison of the EMDM with DSDM strategy.

<table>
<thead>
<tr>
<th>Setting</th>
<th>#E &lt; #D</th>
<th>#E = #D</th>
<th>#E &gt; #D</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#uniform</td>
<td>4.09%</td>
<td>93.68%</td>
<td>2.23%</td>
<td>38117</td>
</tr>
<tr>
<td>#sampling</td>
<td>15.38%</td>
<td>82.75%</td>
<td>1.87%</td>
<td>500000</td>
</tr>
</tbody>
</table>

Because the DSDM and the EMDM strategy are both based on entropy analysis, so in most situations, they make the same choice in the question to be asked next. But with the #uniform setting, we still can see that the chance for the EMDM strategy (4.09%) to perform better about two times than the DSDM (2.23%). With the #sampling setting, the chance for EMDM (15.38%) to be better is more than 8 times than the DSDM (1.87%). That experiment show the EMDM strategy can manage the dialog process in a more efficient and flexible manner.

6. Conclusion and Future Work

In this paper, a probabilistic framework for goal-driven information retrieval is presented. Through a simulation game to order songs from a real-world music database we demonstrate that the collaborative entropy minimization dialogue management strategy gives the best results in terms of the least number of turns required to accomplish a task under the assumption that the user and the system both have a full knowledge about the task being completed and the attributes associated with completing each goal in the task, and work in a collaborative manner. In a real-world dialog scenario, only partial knowledge is available. Automatic speech recognition errors also impose extra efforts for error correction and confirmation in addition to the disambiguation dialog generation needed in the process. More research is needed.

We believe the proposed entropy minimization dialogue management strategy provides an upper bound performance target for system designers to reach. In the meantime a stochastic representation of the dialog goals and the corresponding attributes is needed for designing sub-optimal strategies to approximate the best strategy. Again more research is needed.
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