Articulatory-to-speech conversion using bi-directional long short-term memory
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Abstract

Methods for synthesizing speech sounds from the motion of articulatory organs can be used to produce substitute speech for people who have undergone laryngectomy. To achieve this goal, feature parameters representing the spectral envelope of speech, directly related to the acoustic characteristics of the vocal tract, have been estimated from articulatory movements. Within this framework, speech can be synthesized by driving the filter obtained from a spectral envelope with noise signals. In the current study, we examined an alternative method that generates speech sounds directly from the motion pattern of articulatory organs based on the implicit relationships between articulatory movements and the source signal of speech. These implicit relationships were estimated by considering that articulatory movements are involved in phonological representations of speech that are also related to source sound information such as the temporal pattern of pitch and voiced/unvoiced flag. We developed a method for simultaneously estimating the spectral envelope and sound source parameters from articulatory data obtained with an electromagnetic articulography (EMA) sensor. Furthermore, objective evaluation of estimated speech parameters and subjective evaluation of the word error rate were performed to examine the effectiveness of our method.

Index Terms: Articulatory movement, EMA, Vocal-tract spectrum, Deep learning, Articulatory-to-acoustic mapping

1. Introduction

A range of methods of articulatory-to-acoustic mapping have been developed to estimate the acoustic parameters of speech from the movement patterns of articulatory organs [1–6]. Such methods are beneficial for acquired speech-impaired people, providing a way of producing substitute speech that can be generated directly from articulatory movements, without linguistic content. Articulatory movements have also been used to construct a brain-machine interface [4, 5].

Electromagnetic articulography (EMA), a well-known method of observing articulatory movements, can be used to track the position of multiple small marker coils attached to the articulatory organs such as the jaw, upper and lower lips, and tongue. The articulatory data recorded by EMA have a higher temporal resolution than other methods such as magnetic resonance imaging (MRI) or ultrasonic scanners [7]. Furthermore, EMA does not require complex post-processing processes to obtain movement data. The obtained articulatory data have been used to study articulatory-based speech synthesis, statistical voice quality conversion, and utterance learning of a foreign language, and have been used as additional feature parameters for speech recognition. Previous studies have demonstrated the effectiveness of using articulatory data for a variety of speech signal processing techniques [8]. Articulatory movements are particularly useful because they are less affected by pitch and voiced-unvoiced switching. In addition, articulatory movements are superior to spectral feature parameters in representing the articulatory state, even for non-stationary sounds such as plosive consonants.

However, it is difficult to recover the whole vocal-tract shape from measured EMA data. To overcome this issue, previous studies have used a parallel speech corpus in which speech signals and EMA data are simultaneously recorded to learn the statistical relationships between the articulatory and acoustic parameters of speech. A codebook storing pairs of articulatory and acoustic parameters can then be used to estimate the vocal-tract spectrum from the input articulatory data by selecting the neighboring pair samples [1]. However, in this codebook search method, the amount of calculation required for selecting the neighboring data samples increases when the size of the codebook increases. In other studies, articulatory-to-acoustic mapping has been achieved using Gaussian mixture models [2], feed-forward neural networks [3], deep neural networks [4, 5], and uni-directional long short-term memory (LSTM) [6].

In these previous studies, parameters representing the spectral envelope of speech (such as the mel-cepstrum parameter) have often been used as the acoustic features. This is because the vocal tract acts as a filter in the production of human speech and determines the spectral characteristics of speech. On the other hand, the vocal tract is deeply involved in the generation of the sound source for some consonants including plosives and fricatives. In addition, the acoustic characteristics of the vocal tract are responsible for the phonological representation of speech, and sound source information, such as the temporal pattern of pitch and voiced/unvoiced flag, is relevant to phonemic information. Therefore, we can expect that there might be implicit and indirect relationships between articulatory movements and parameters regarding the sound source of speech. Estimation of sound source information has been examined previously [3, 6], but the EMA datasets used in these studies were relatively small, and recording was as short as 30 minutes or less.

In the current study, we constructed an articulatory-to-speech conversion model that estimates not only the feature parameters representing the spectral envelope but also the parameters regarding the sound source of speech from articulatory data obtained with EMA. Our conversion model was constructed by training a bi-directional recurrent neural network (BRNN) with the mug0 EMA dataset [9], which has a dataset of more than 1
2. Method

2.1. Recurrent Neural Networks

2.1.1. Bi-directional recurrent neural networks

We used a BRNN [10] method to consider forward and backward time series simultaneously by combining two recurrent structures. When time series data \( X = (x_1, x_2, \ldots, x_T) \) are given, \( X_{-1} = (x_T, \ldots, x_2, x_1) \) represents the backward series. Let us denote two recurrent structures as \( R_f \) and \( R_b \). The BRNN can then be written as follows:

\[
H_f = (h_{f1}, h_{f2}, \ldots, h_{fT}) = R_f(X)
\]

(1)

\[
H_{b-1} = (h_{bT}, \ldots, h_{b2}, h_{b1}) = R_b(X_{-1})
\]

(2)

and

\[
H = [H_f, H_{b-1}] = \begin{bmatrix} h_{f1} & h_{bT} \\ h_{f2} & h_{b2} \\ \vdots & \vdots \\ h_{fT} & h_{b1} \end{bmatrix}.
\]

(3)

When time series data \( X \) are input into the recurrent structure \( R_f \), we obtain the output \( H_f \), which takes into account the data ordered in the forward direction. We also obtain the output \( H_{b-1} \) by entering the time series data \( X_{-1} \) ordered in the backward direction to the recurrent structure \( R_b \). The total output \( H \) can be obtained by concatenating these two outputs to simultaneously consider the forward and backward time series. The time series data of all time samples are required for the inference due to the non-causal structure of a BRNN.

2.1.2. Long short-term memory

LSTM [11] is the most representative gated recurrent structure. This gated recurrent structure was developed to solve the problem of conventional RNN methods, which exhibit inferior performance when the length of an input data series is very long. LSTM uses three gates called the input gate \( i \), forget gate \( f \), and output gate \( o \). It also uses a hidden state vector called a cell \( c \) that can hold long-term information about input data series. LSTM performs the following calculations:

\[
\begin{bmatrix} \tilde{h}_t \\ i_t \\ f_t \\ o_t \end{bmatrix} = \begin{bmatrix} \tanh \\ \text{sigmoid} \\ \text{sigmoid} \\ \text{sigmoid} \end{bmatrix} \begin{bmatrix} W_c & W_i & W_f \\ W_c & W_i & W_f \\ W_c & W_i & W_f \end{bmatrix} \begin{bmatrix} x_t \\ \tilde{h}_{t-1} \\ h_{t-1} \end{bmatrix} + \begin{bmatrix} b_c \\ b_i \\ b_f \\ b_o \end{bmatrix}
\]

(4)

\[
c_t = i_t \odot \tilde{c}_t + f_t \odot c_{t-1}
\]

(5)

and

\[
h_t = o_t \odot \tanh(c_t).
\]

(6)

These calculations show that the \( \tilde{h}_t \), \( i_t \), \( f_t \), and \( o_t \) are adjusted by the input gate \( i_t \), forget gate \( f_t \), and output gate \( o_t \), respectively. The \( h_t \) is the same hidden state vector used in the ordinal RNN. Eq. (5) shows that the \( h_{t-1} \) is adjusted by the input gate \( i_t \) to provide the updating value of the cell \( c_t \). In addition, the value of the cell for the past time instant decreases by using the forget gate \( f_t \). In other words, the value of the cell is updated by balancing short- and long-term information by using the input and forget gates. Finally, Eq. (6) shows that the output of LSTM is obtained by adjusting the updated cell value using the output gate \( o_t \).

2.1.3. Layer normalization

It is known that normalizing the hidden state vector has a good effect on the training of networks [12]. As a method to normal-
RNN is trained to minimize the mean squared error with respect to the parameter vector concatenating the speech features. In our method, the conversion model is built with a single network, and can greatly reduce the labor of training and complicated ad hoc tuning of the hyper-parameters.

### 3. Experiment

#### 3.1. Experimental condition

##### 3.1.1. Articulatory-speech data pairs

In our speech synthesis method, “EMA-to-speech conversion RNN” was trained from a set of articulatory-speech data pairs. We used the mngu0 [9] dataset as an articulatory-speech parallel data corpus. This corpus was constructed by simultaneously recording speech and articulatory motion with a microphone and magnetic sensor (EMA) when a male English-speaker pronounced 1336 sentences. The position of the receiving coils attached to the articulatory organs is shown in Figure 2. The sampling frequency of EMA data was 200 Hz and that of audio signals was 16 kHz.

The articulatory data of each marker coil were represented by the two-dimensional position measured on the midsagittal plane of the speaker. We found that NaN data were included in the EMA data as a result of position estimation error during data acquisition. These data were replaced with relevant values by interpolating the adjacent positions of each receiver coil over time. As the acoustic feature parameters, we used 0 to 40th-order mel-cepstrum parameters, continuous log F0 [18], voiced/unvoiced flag, and five-band averaged aperiodicity [19, 20] calculated using WORLD [16]. For mel-cepstrum parameters, we performed trajectory smoothing [21] with a low pass filter of 50 Hz. Here, the temporal adjustment of EMA data and the acoustic feature parameters were obtained so that the shift width of the analysis frame of WORLD was in accord with the sampling period of EMA data. In addition to the static features determined for each frame, their changes over time (dynamic features) were also taken into consideration as delta features for both articulatory and speech feature parameters. Each parameter was then normalized so that the mean was zero and the variance was one.

The articulatory-acoustic data pairs were divided into three subsets, and each subset was used for the training, validation, and test of trained RNN, respectively. In the mngu0 dataset, 1336 sentences were already separated into these three subsets, 1208 for the training, 63 for the validation, and 65 for the test set. The number of data pairs was 720873 for the training, 37851 for the validation, and 39896 for the open test.

#### 3.1.2. Training of RNN

Training of RNN was performed using articulatory-acoustic data pairs. RNN had a structure of three fully-connected layers, a layer normalization process, a sigmoid block with 128 units, two layers of bi-directional LSTM with 256 units, and an output fully-connected layer.

First, training was performed using an incremental method [14] so that the mean squared error with respect to the estimated static and delta speech feature parameters was minimized. Minimum generation error (MGE) training [22] was then performed. In this training, static features of speech parameters were generated from both the static features and dynamic features. The mean squared error was then minimized with respect to the generated static features. At each stage of the training, we used 5.0 gradient clipping and Grave’s RMSProp [23] as an optimization method. While the training was repeated, the error for the validation dataset was calculated for each epoch, and the training was terminated when the minimum error was obtained.

### 4. Results and Discussion

#### 4.1. Result of objective evaluation

The estimation error of the speech feature parameters is shown in Table 1 to compare the estimation accuracy of our method with that reported in previous studies. Here, the error for the 1st to 40th-order mel-cepstrum parameters (mcep) were evaluated in terms of mel-cepstrum distortion [dB]. The five-band averaged aperiodicity (bap), 0th-order mel-cepstrum parameter (power), and the fundamental frequency (F0) were evaluated by calculating the root mean squared error (RMSE). The voiced/unvoiced flag (v/uv) was evaluated by taking the error rate [%]. The table shows data from a previous study using the GMM-MMSE method [2], trained with a male speaker dataset included in the Mocha-timit database [24] (the data set size was approximately 20 minutes). In contrast, cas DNNs [6] was trained using a subset of the mngu0 database (the dataset size was estimated as approximately 30 minutes). For cas DNNs, the estimation error of the mel-cepstrum parameters (mcep) was not shown, because the calculation procedure of the parameter values seemed to be different from the standard procedure. The results showed that the estimation error of every speech parameter was smaller in our method than in previous methods. These findings indicate that our proposed method is capable of producing speech signals from articulatory movements with better accuracy than pre-existing methods.

Figure 3 shows the estimated and target values of F0 for the sentence “Yasser Arafat understands this” included in the test subset of mngu0 database. The results revealed that the voiced/unvoiced flag and the fundamental frequency appear to be well estimated for this example.

The results of the objective evaluation revealed that the proposed method was able to estimate the speech features with better accuracy than previous methods. There are two possible reasons for this result: performance may have been enhanced by improvement of the estimation method itself, and/or the large datasets used to train the model. To determine the true cause of the improved accuracy, a more detailed comparison of different estimation methods using a unified articulatory-speech dataset is required in future studies.
Table 1: Estimated error of each feature parameter.

<table>
<thead>
<tr>
<th></th>
<th>mcep [dB]</th>
<th>bap</th>
<th>power</th>
<th>v/uv [%]</th>
<th>F0 [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>proposed</strong></td>
<td>4.801</td>
<td>0.1260</td>
<td>0.4128</td>
<td>10.32</td>
<td>10.49</td>
</tr>
<tr>
<td>GMM-MMSE</td>
<td>5.59</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>cas DNNs</td>
<td>[2]</td>
<td>-</td>
<td>-</td>
<td>0.560</td>
<td>20.29</td>
</tr>
</tbody>
</table>

Figure 3: The estimated and the target values of F0 for the sentence “Yasser Arafat understands this” in the mngu0 test set.

4.2. Subjective evaluation

4.2.1. Experiment participant

Next, to perform a subjective evaluation of synthesized speech, we conducted a transcription test of speech samples generated from EMA data through Amazon Mechanical Turk (mturk). Analysis-synthesis version of each test sample (that can be regarded as the target quantity in RNN training) was also included. A sample of 10 participants took part in the test. All participants used mturk from the United States or the UK, and all declared that their native language was English. The following instructions were given to participants before they listened to the speech samples: (1) The use of earphones or headphones was recommended, (2) Speech samples were in English, and were grammatically correct, and (3) The quality of speech samples was degraded due to noise or a distortion.

4.2.2. Stimuli

Each stimulus was a speech sample synthesized from the speech feature parameters estimated from EMA data or synthesized speech where parameter values were obtained by analyzing the original speech signal (i.e., the target in RNN training). We used 65 sentences included in the test subset of the mngu0 database. Each participant transcribed these sentences once in a random order, which was synthesized from either estimated parameters or analyzed parameters. The number of the estimated version and that of the analyzed version was almost identical (i.e., 33 for estimated and 32 for analyzed, or vice versa, depending on the participant). As a result, the number of total speech samples was 130, and each sample was respectively transcribed by five participants. During the transcription, the participant listened to each sample as many times as they wanted.

4.2.3. Results

Figure 4 Shows the mean word error rate (WER) of all participants. The WER of speech sample estimated from EMA was 30.1% on average and the WER of the target value was 14.3%. In addition, the average of the mean WER difference between the target and the estimated value for each participant was 15.1%.

In the subjective evaluation, the word error rate (WER) of the method using a neural network [3], which was trained with a female speaker dataset included in Mocha-timit database [24] (dataset size of approximately 20 minutes), was approximately 35% to 40%, indicating that our method was capable of producing more acceptable speech signals. In our method, the difference in WER of synthesized speech between estimated parameter values and analyzed parameter values was also smaller. One possible reason for the low WER for the analyzed parameter values is that many proper nouns, such as the name of a person, were included in the speech samples. In addition, WER varied widely among participants. This may have been because the subjective evaluation was performed using mturk, and the experimental conditions, such as the type of headphones and environmental noise, were different for each participant.

5. Conclusion

The current study tested a new method for estimating feature quantities of speech, including the spectral envelope and sound source information, based on the movement trajectory of the articulatory organs. The results revealed that our proposed method was capable of producing speech from articulatory information. Using a set of articulatory-speech parallel data (i.e., the mngu0 dataset), a recurrent neural network was trained to realize the articulatory-to-speech conversion. The experimental results indicated that the proposed method can estimate speech features better than previous methods. The results of a subjective evaluation revealed that the WER was 30.1%. The intelligibility of synthesized speech was also better than that of pre-existing methods.

We plan to extend this research to compare different articulatory-to-speech conversion methods with a unified dataset in future. In addition, we plan to conduct a subjective evaluation in terms of the naturalness and speaker individuality of synthesized speech. Finally, another articulatory-to-speech conversion model will be built without using the WORLD vocoder, for Japanese.
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