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Abstract

Acoustic-to-word speech recognition based on attention-based encoder-decoder models achieves better accuracies with much lower latency than the conventional speech recognition systems. However, acoustic-to-word models require a very large amount of training data and it is difficult to prepare one for a new domain such as elderly speech. To address the problem, we propose domain adaptation based on transfer learning with layer freezing. Layer freezing first pre-trains a network with the source domain data, and then a part of parameters is re-trained for the target domain while the rest is fixed. In the attention-based acoustic-to-word model, the encoder part is frozen to maintain the generality, and only the decoder part is re-trained to adapt to the target domain. This substantially allows for adaptation of the latent linguistic capability of the decoder to the target domain. Using a large-scale Japanese spontaneous speech corpus as source, the proposed method is applied to three target domains: a call center task and two voice search tasks by adults and by elderly. The models trained with the proposed method achieved better accuracy than the baseline models, which are trained from scratch or entirely re-trained with the target domain.

Index Terms: End-to-end speech recognition, Attention-based encoder-decoder model, Adaptation, Transfer learning

1. Introduction

Deep neural networks (DNNs) have drastically improved the performance of automatic speech recognition (ASR). Conventional ASR systems adopt DNN for acoustic modeling with Hidden Markov Model (HMM) and RNN for language modeling [1, 2]. However, these conventional ASR systems have very complicated architectures. Moreover, decoding multiple times with large language models need a large computational cost and latency.

On the other hand, end-to-end speech recognition, which maps acoustic features into a target symbol sequence, has been investigated intensively. Acoustic-to-word end-to-end speech recognition, which directly maps acoustic features into a word sequence, does not need a pronunciation dictionary or a language model [3, 4, 5, 6, 7]. Therefore, the acoustic-to-word model has very low runtime latency. In a previous work [8], we showed the attention-based encoder-decoder model outperforms the CTC-based model.

The acoustic-to-word model has a drawback with regard to adaptation. The end-to-end system requires a huge amount of labeled speech data for training a number of parameters [4]. Typically we cannot assume such a large data set for a new domain to train or re-train the model. Especially, the acoustic-to-word model has a problem when adding word entries for a new domain. In this paper, we investigate an efficient transfer learning approach for acoustic-to-word model to adapt to a new target domain of low resource.

Transfer learning [9, 10, 11, 12] is used for solving low resource scenario and also for model adaptation. Transfer learning utilizes a model pre-trained with a source domain for improving the performance of a target domain. We cannot simply use a popular domain adaptation approach such as fine-tuning a pre-trained model because the acoustic-to-word model structure must be revised to add output nodes corresponding to new word entries. In this paper, we propose transfer learning with layer freezing for the attention-based acoustic-to-word encoder-decoder model [12]. The layer freezing approach is defined as the following three steps: Firstly, both the encoder and decoder networks are trained with the source domain. Secondly, the decoder network is replaced with the target domain. Finally, the parameters of the decoder network is re-trained using the target domain data while freezing the encoder network. We expect that the approach can effectively and efficiently adapt the model to the target domain of low resource.

The proposed method is applied to three target domains of real applications. They are a call center dialogue task and two voice search tasks which are spoken by adults and elderly. We compare the proposed approach with three baselines: the model trained with the source domain data, the one trained with the target data from scratch, and the one trained by transfer learning without layer freezing that trains the newly attached decoder as well as the pre-trained encoder parameters.

In Section 2, a review on attention-based acoustic-to-word model is given. The proposed layer freezing method is described in Section 3, and experimental evaluation are presented in Section 4, before conclusions in Section 5.

2. Acoustic-to-word End-to-End Speech Recognition

End-to-end speech recognition learns the mapping between speech and symbol sequences. There are two major approaches: one is connectionist temporal classification (CTC) [13, 14], and the other is attention-based encoder-decoder model [15, 16, 17, 18, 19, 20]. CTC allows a “blank” symbol and repeated symbols. It marginalizes and condenses all possible frame-wise output symbol sequences. The attention-based encoder-decoder model first encodes the input into a frame-wise distributed representation with one RNN such as LSTM, and then decodes it to a target symbol sequence with another RNN. The LSTM-based decoder predicts the next symbol using a history of previous symbols, thus it substantially includes a language model. As the attention-based model shows better recognition performance than CTC-based model [8], in this paper, we focus on the attention-based model.
2.1. Attention-based encoder-decoder model

2.1.1. Framework

The attention-based encoder-decoder model is a seq2seq model [15, 16, 17, 18, 19, 20]. This architecture has two distinct networks. One is an encoder network, which maps an acoustic feature sequence to a distributed representation of the same length $T$. Using this intermediate information, the decoder network predicts a symbol sequence whose length is $L (L \leq T)$. The decoder network uses only a relevant portion of the encoded sequential representation for predicting a symbol at each time step using the attention mechanism. The encoder is implemented with a multi-layer bidirectional RNN such as an LSTM, and the decoder usually consists of a 1-layer of unidirectional RNN followed by a softmax output layer.

The attention-based model is formulated as follows. The encoder transforms an acoustic feature sequence $X = (x_1, ..., x_T)$ to intermediate representation vectors $H = (h_1, ..., h_T)$. In the following decoding step, the hidden state (memory) activation of the RNN-based decoder at the $l$-th time step is computed as:

$$s_l = \text{Recency} (s_{l-1}, g_l, y_{l-1})$$ (1)

where $g_l$ and $y_{l-1}$ denote the “glimpse” at the $l$-th target label and the predicted symbol at the previous step. The glimpse $g_l$ is a weighted sum of the encoder output sequence as:

$$g_l = \sum_t \alpha_{l,t} h_t$$ (2)

where $\alpha_{l,t}$ is an attention weight of $h_t$. In this paper, we use a content-based attention mechanism formulated as follows:

$$e_{l,t} = u^T \tanh (W s_{l-1} + V h_t + U f_{l,t} + b)$$ (3)

$$f_{l,t} = F * \alpha_{l,t}$$ (4)

$$\alpha_{l,t} = \exp(e_{l,t}) / \sum_{t'} \exp(e_{l,t'})$$ (5)

where $*$ denotes a 1-dimensional convolution. Using $g_l$ and $s_{l-1}$, the decoder predicts the next symbol $y_l$ as:

$$y_l \sim \text{Generate} (s_{l-1}, g_l)$$ (6)

where the Generate function is implemented as:

$$R \tanh (Ps_{l-1} + Qg_l)$$ (7)

The objective function for training the attention models is a cross entropy loss calculated between the predicted symbol sequences and the target oracle symbol sequences. In this paper, we prepare special symbols for denoting start-of-sentence (‘(sos)’) and end-of-sentence (‘(eos)’). The decoder completes the process when an (eos) symbol is output.

2.1.2. Label smoothing

Label smoothing [21] is a regularization method to prevent the model from the over-fitting. When calculating the cross-entropy, we do not simply use the grand-truth label 1.0, but discount it and assign a small value to all other symbols with a uniform distribution. In this paper, we followed the same design as [21].

2.2. Acoustic-to-word model

The conventional end-to-end systems mostly base on subword units, such as phones, syllables and characters. They still need a pronunciation lexicon and a language model for transducing into a word sequence. Recently, word-level end-to-end speech recognition has been investigated. The remarkable advantages of acoustic-to-word model include a very simple architecture and much fast decoding speed.

However, the acoustic-to-word model has a serious problem in training especially with a small amount of data. The number of output nodes in the acoustic-to-word model is much larger than that of subword-based models. Moreover, the occurrence distribution of word entries is much unbalanced than that of subword entries. Therefore, the acoustic-to-word model needs a huge amount of training data. It is usually difficult to prepare a sufficient data set for new domains and particular user populations.

Another problem with the acoustic-to-word model is that it cannot recognize words that are not included in the training data, and moreover, it cannot add or change word entries unlike subword-based systems. Therefore, there are inevitably many out-of-vocabulary words in the acoustic-to-word model and the recognition of these unknown words is very difficult. In many speech recognition applications such as voice search, there are many new words such as named entities. This would be a serious problem in deployment of the acoustic-to-word model. In [8, 22], in order to handle out-of-vocabulary words, the character-level model is used when the word-level model detects an unknown word, but perfect recovery of unknown words is not easy.

3. Encoder Transfer of acoustic-to-word attention model

To improve the portability of the acoustic-to-word model, we propose adaptation based on the transfer learning framework. Transfer learning has been investigated not only in domain adaptation but also cross-lingual model learning, in which a baseline model is trained with a rich-resource language and then transferred to low-resource languages. A simple method is to just transfer the baseline model to a new language and fine-tune it using its data set of a small size [10]. In this case, the entire model parameters are updated though some regularization can be applied. Instead of updating all parameters with a small amount of training data, we can freeze some layers (typically the lower part) of the network which can be shared across languages, and update the language-dependent layers (typically the upper part including the output layer) of the network [12]. This method is referred to as layer freezing.

Inspired by these studies, we propose encoder transfer of the attention-based acoustic-to-word model. We firstly train a source domain model whose training data is large enough to converge. After that, we transfer the encoder network of the source domain model to the target. In training the target domain model, we do not update the transferred encoder. We presume that the encoder learns common intermediate representation of the acoustic features independent of the domains since the acoustic features cover many speakers and recording environment. We expect that the model maintains generality and should be frozen rather than updating with a small amount of new data. On the other hand, the language information strongly depends on the domain. The vocabulary is different and there are many new lexical entries which occur on the specific task.
Therefore, we need to learn the decoder which maps the encoded information to a word sequence.

In general, transfer learning can be used for a target domain which cannot use the same output layer of the source domain such as cross-lingual tasks. In the encoder-decoder model, the decoder is usually different from one domain to another since a set of lexical entries are different and the acoustic-to-word model cannot train the words which do not appear in the training data. Therefore, we always need to train the decoder. Figure 1 shows our proposed framework of transfer learning with layer freezing.

We also extend our method by re-training the seed model using both source domain data and target domain data. In this scenario, the entire network including the encoder and the decoder are first trained with the combined data set of the source domain and the target domain, and then the decoder part is further fine-tuned with the target domain data. Note that this method can be applied only when we can access to the training data set, and the entire re-training takes much time.

4. Experimental evaluations

4.1. Source domain and target domains

We learned the source domain model using a standard large-scale Japanese corpus: the Corpus of Spontaneous Japanese (CSJ) [23]. CSJ includes 525 hours of oral presentations. There are three real recorded tasks as target domains: call center dialogue and voice search by elderly and by adults. All target domains are Japanese and much different from the source domain. Table 1 shows OOV rates when the source and target domain models are used. The sizes of the target domain training data are different (call center has 44 hours, voice search by elderly has 93 hours, and voice search by adults has 112 hours).

4.2. System configuration

We used a 120-dimensional feature vector of 40-channel log mel-scale filter bank (lmfb) outputs. Non-overlapping frame stacking [3] was applied to these features, in which we stack and skip three frames to make a new super-frame.

The encoder has five layers of bidirectional LSTMs with 320 cells. The dropout [24] rate was 0.2 for each BiLSTM layer. The attention-based decoder consists of one-layer LSTM with 320 cells, a hidden layer with 320 tanh nodes, and a softmax output layer for word entries. All networks apply label smoothing described in Section 2.1.2.

We optimized the parameters with Adam [25]. We set gradient clipping with a threshold of 5.0. The minibatch size was 50 at first and decreased to 40 and 10 by input time frame sizes. All parameters were initialized with random values with a uniform distribution with a range (-0.1, 0.1). To prevent from slow convergence, the input data were sorted by the length of frames before creating minibatches. We used PyTorch [26] to train the networks. In decoding with the acoustic-to-word attention model, we applied a simple beam search with the beam width of 4. We compared our proposed method with a random initialization and transfer learning without layer freezing. In these cases, we trained both encoder and decoder networks.

We also built a DNN-HMM hybrid system using each data set not including the CSJ for reference. The DNN-HMM system has six hidden layers with 2048 sigmoidal nodes and a softmax output layer with 3072 nodes. The language model was 3-gram and trained using a 1M Japanese web text corpus. We used VoiceRex [27, 28] for decoding with this system.

4.3. Results

Table 2 shows the ASR performance in word error rate (WER) for three target domains. At first, we observed that source domain model cannot recognize all target domains very well.
Table 2: The training curve of performance (WER (%)) on target domains: call center domain and voice search domains. The amount of training is given for each domain. LF means layer freezing. "Source domain + target domain" means the model trained by mixing the source domain and the target domain. "+ with LF" means our proposed transfer learning trained with the target domain.

<table>
<thead>
<tr>
<th>model</th>
<th>call center (44 hours)</th>
<th>voice search by elderly (93 hours)</th>
<th>voice search by adult (112 hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN-HMM</td>
<td>27.41</td>
<td>12.37</td>
<td>9.78</td>
</tr>
<tr>
<td>random initialization</td>
<td>29.29</td>
<td>11.11</td>
<td>10.07</td>
</tr>
<tr>
<td>source domain model</td>
<td>39.91</td>
<td>65.63</td>
<td>65.92</td>
</tr>
<tr>
<td>transfer learning without LF</td>
<td>34.23</td>
<td>11.46</td>
<td>9.18</td>
</tr>
<tr>
<td>transfer learning with LF [proposed]</td>
<td><strong>18.77</strong></td>
<td><strong>10.97</strong></td>
<td><strong>8.22</strong></td>
</tr>
<tr>
<td>source domain + target domain</td>
<td><strong>16.65</strong></td>
<td>9.70</td>
<td>7.61</td>
</tr>
<tr>
<td>+ with LF [proposed]</td>
<td><strong>14.59</strong></td>
<td>10.00</td>
<td>8.03</td>
</tr>
</tbody>
</table>

Figure 3: Attention weights on some data of voice search by adults. The column is the ground truth word sequence and arranged from top to bottom. The row is the time frames and arranged from left to right. Dark blue means a word strongly corresponds to the time frame.

Figure 2 shows the training curve of the loss function by the three methods. The loss function is cross-entropy. Transfer learning with layer freezing converges much faster than the other methods since the number of updated parameters is very small.

because the word entries of source domain model are different from those of the target domains as shown in Table 1. Especially, voice search tasks include many names of actors/actresses and TV programs which CSJ does not cover. We also observed that training with random initialization or re-training the entire model do not provide good performance for the call center domain because the training data size is very small (44 hours). The proposed transfer learning with layer freezing effectively improved the performance by using the source encoder as it is. In both voice search tasks, the proposed method achieved better performance than the other three baselines.

In these evaluations, we used the source domain model as a seed model, assuming that we cannot re-train the model using the source domain data. Next, we conduct additional experiments in which we re-train the model by combining the target domain data with the source domain data. This realizes simple domain adaptation though it takes much time. Then, the proposed method is applied to this re-trained model by additional fine-tuning of the decoder network. The results are listed in the lower two rows in Table 2. It is confirmed that the proposed method is still effective for the call center domain, but there is no additional improvement for the voice search domains (there is no significant difference). These results can be explained by the data size of the adaptation domain. When we have 100-hour data for the target domain, simple re-training by combining the training data sets is sufficient. But it is not so common that we can get this scale of data for a new domain.

Figure 2 shows the training curve of the loss function by the three methods. The loss function is cross-entropy. Transfer learning with layer freezing converges much faster than the other methods since the number of updated parameters is very small.

Figure 3 shows an alignment by the attention weights on some data of voice search by adults. The column indicates a ground truth word sequence which means "Tell me a Chinese food recipe". In (a) random initialization and (b) transfer learning without layer freezing, we observe that the last word alignment is backed left. On the other hand, (c) transfer learning with layer freezing has clearly learned a left-to-right alignment. Moreover, the range of (a) and (b) alignment is much wider than that of (c) alignment. This suggests that the model learns the precise mapping from acoustic features to the word sequence.

5. Conclusions

We have proposed transfer learning with layer freezing for attention-based acoustic-to-word encoder-decoder speech recognition. Using layer freezing for encoder transfer, the number of parameters the model should learn in a new domain is significantly reduced. The model training can be done even when the amount of training data is small. In evaluations with three domains applied, the proposed method achieved better accuracy than training with random initialization and re-training without layer freezing. The proposed method is particularly effective the target domain for which has less training data. Since the method is simple and straightforward, it can be easily applied to many new domains.
6. References


