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Abstract

This study proposes a novel all-neural approach for multi-channel speech enhancement, where robust speaker localization, acoustic beamforming, post-filtering and spatial filtering are all done using deep learning based time-frequency (T-F) masking. Our system first performs monaural speech enhancement on each microphone signal to obtain the estimated ideal ratio masks for beamforming and robust time delay of arrival (TDOA) estimation. Then with the estimated TDOA, directional features indicating whether each T-F unit is dominated by the signal coming from the estimated target direction are computed. Next, the directional features are combined with the spectral features extracted from the beamformed signal to achieve further enhancement. Experiments on a two-microphone setup in reverberant environments with strong diffuse babble noise demonstrate the effectiveness of the proposed approach for multi-channel speech enhancement.

Index Terms: beamforming, robust TDOA estimation, spatial filtering, time-frequency masking, deep learning.

1. Introduction

Modern electronic devices typically contain multiple microphones for speech enhancement and robust ASR. With multiple microphones, spatial information can be exploited to complement spectral information for better de-noising and dereverberation. In spite of decades of efforts, multi-channel speech enhancement remains a major challenge in speech processing. Classical methods are mainly focused on using beamforming to combine multiple signals, and post-filtering for further noise reduction. The beamforming approach designs a linear filter per frequency to boost or maintain the signal from the target direction, while attenuate the interferences from other directions [1]. It typically requires accurate direction of arrival (DOA) and speech or noise covariance matrices estimation. However, commonly used DOA estimation algorithms, such as the generalized cross correlation with phase transform (GCC-PHAT) [2] or the multiple signal classification (MUSIC) [3] algorithms, are not robust enough to environmental noise and room reverberation, as they are only designed to localize the loudest sources in an environment, which may not be the target speaker at all. In environments with strong reverberation and directional or diffuse noise, the summation of the GCC-PHAT coefficients would exhibit high peaks from interference sources or reverberations, and the noise subspace constructed in the MUSIC algorithm would likely not be the true noise subspace. Besides this problem, the microphone geometry is required by the DOA algorithms to derive steering vectors for beamforming. The noise covariance matrices are commonly estimated using leading or ending frames, or silence frames predicted from a voice activity detector. However, conventional voice activity detection algorithms assume that the environmental noise is stationary [4], [5], which is an unrealistic assumption as real-world noises are typically highly non-stationary. Besides these technical difficulties, the noise reduction capability of beamforming is fundamentally limited especially when the number of microphones is restricted and when diffuse noise or room reverberation is present. In addition, it cannot be applied when the sources are spatially close to each other. Conventional post-filtering techniques, which are mainly based on signal statistics and conventional single-channel speech enhancement [5], [1] or spatial filters computed using phase information [6], [7], [8], [1], usually cannot achieve high-quality noise reduction in reverberant multi-source environments.

Recently, deep learning based time-frequency masking has substantially advanced single-channel speech separation and enhancement [9]. The key idea is to train a deep neural network (DNN) to estimate the ideal binary mask (IBM) [10] or the ideal ratio mask (IRM) [11], [12] for enhancement. It has been suggested that the resulting separated speech exhibits remarkable speech intelligibility and quality improvements over conventional methods [13], [14]. To leverage the representational power of deep learning for multi-channel speech enhancement, recent studies encode spatial information as input features for DNN training. In [15], interaural time or level differences (ITD/ILD), and entire cross-correlation coefficients are utilized as extra features to estimate the sub-band IBM in the cochleagram domain. A subsequent study [16] combines ITD, ILD, and the spectral features extracted from a fixed beamformer for further enhancement. A similar study by [17] uses ILD and interchannel phase difference as features to train a deep auto-encoder for enhancement. However, these algorithms assume that the target speech is from a particular direction, typically right in the front in the binaural setup, and therefore may not work well when the target speech is from other directions.

To separate the target speech that could originate from any directions, we first perform robust speaker localization to determine the target direction, and then compute directional features [8], which indicate whether the signal at each T-F unit is from that direction, for DNN training. This way, the DNNs can learn to perform spatial filtering based on the directional features. However, only using directional features is not sufficient enough, as noise and reverberation could also come from the estimated target direction. Therefore, spectral features are also necessary for DNN training so that only the signals from a specific direction and with specific spectral characteristics are enhanced while suppressed otherwise. Clearly, the key step here is the accurate localization of the target speaker. We leverage recent development on T-F masking and deep learning based beamforming [18], [19], [20] for speaker localiza-
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tion. The proposed localization and enhancement algorithms exhibit strong robustness in our experiments.

The rest of this paper is organized as follows. We describe the proposed algorithm in Section 2. Experimental setup and evaluation results are presented in Section 3 and 4. Section 5 concludes this paper.

2. System Description

We first introduce the beamforming algorithms based on deep learning and then present our algorithm for TDOA estimation. The estimated time delay is used to compute directional features, which are then combined with spectral features for further enhancement. See Figure 1 for an overall illustration.

2.1. MVDR Beamforming Based on T-F Masking

Suppose that there is only one target speaker, the physical model for a pair of signals received by a two-microphone array in noisy and reverberant environments is assumed to have the following form:

$$y(t, f) = c(f)s(t, f) + h(t, f) + n(t, f)$$  \hspace{1cm} (1)

where $s(t, f)$ is the STFT value of the target source signal at time $t$ and frequency $f$, $c(f)$ is the acoustic transfer function from the sound source to the array, $e(f)s(t, f)$ and $h(t, f)$ are the direct sound and early and late reverberation of the target signal, and $y(t, f)$ and $n(t, f)$ represent the received mixture signal and the received reverberant noise component.

Recent studies in the CHiME challenges [21], [22] suggest that the speech and noise statistics critical for accurate beamforming can be well-estimated using deep learning based T-F masking [19], [18], [23]. The key advance is to use a powerful DNN to identify speech-dominated and noise-dominated T-F units so that the speech covariance matrices can be computed from speech-dominated T-F units and the noise covariance matrices from noise-dominated T-F units. Remarkable improvements in terms of ASR performance have been observed over conventional beamforming approaches [21], [22], [24].

Following [19], [20], we estimate the speech and noise covariance matrices as follows:

$$\Phi_s(f) = \frac{1}{\sum_{i=1}^{D} \xi(t, f)} \sum_{i=1}^{D} \eta(t, f) y(t, f) y(t, f)^H$$  \hspace{1cm} (2)

$$\Phi_n(f) = \frac{1}{\sum_{i=1}^{D} \xi(t, f)} \sum_{i=1}^{D} \xi(t, f) y(t, f) y(t, f)^H$$  \hspace{1cm} (3)

where $(\cdot)^H$ represents conjugate transpose, and $\eta(t, f)$ and $\xi(t, f)$ are the weighting terms denoting the importance of each T-F unit for the speech and noise covariance matrices computation. They are defined as the product of individual estimated T-F masks:

$$\eta(t, f) = \prod_{i=1}^{D} \tilde{M}_i(t, f)$$  \hspace{1cm} (4)

$$\xi(t, f) = \prod_{i=1}^{D} \left(1 - \tilde{M}_i(t, f) \right)$$  \hspace{1cm} (5)

where $D=2$ in this study) is the number of microphones and $\tilde{M}_i(t, f)$ is the estimated mask of microphone signal $i$.

Assuming that the first microphone is the reference microphone, the relative transfer function is estimated as:

$$\xi(f) = \mathcal{P}(\Phi_s(f)) = \frac{1}{\sqrt{A(f)^2 + 1}} \frac{\hat{A}(f)}{1 + \sqrt{A(f)^2 + 1}} e^{f\theta(f)}$$  \hspace{1cm} (6)

where $\mathcal{P}(\cdot)$ computes the principal eigenvector, and $\hat{A}(f)$ and $\theta(f)$ are the estimated level and phase difference, respectively. The rationale is that if $\Phi_s(f)$ is well-estimated, it would be close to a symmetric rank-one matrix [1] as the target speech is from a directional source speaker. In such a case, the principal eigenvector is a reasonably good estimate of the relative transfer function [18], [20], [25].

With $\Phi_s(f)$ and $\xi(f)$ estimated, a minimum variance distortion-less response (MVDR) beaformer is constructed:

$$\hat{\omega}(f) = \frac{\hat{\Phi}_s(f)^{-1}x(f)}{\hat{\xi}(f)^H \hat{\Phi}_n(f)^{-1} \hat{\xi}(f)}$$  \hspace{1cm} (7)

and enhancement results are obtained using:

$$\hat{y}_S(f) = \hat{\omega}(f)^H y(t, f)$$  \hspace{1cm} (8)

Since beamforming algorithms only perform linear filtering per frequency, it is typically incapable of achieving sufficient enhancement, especially when the target source is spatially close to noise sources and diffuse noise or room reverberation is present. To improve the performance, our study uses deep learning based T-F masking as a post-filter for further enhancement. We extract spectral features from the beamformed signal, $\hat{y}_S(f, t)$, to estimate another T-F mask. This mask is then element-wisely multiplied with $\hat{y}_S(f, t)$ to get the enhancement result.

2.2. Robust TDOA Estimation

The estimated steering vectors contain sufficient information about the interchannel level and phase differences of the target speech at each frequency [1], [26]. This section seeks a way to extract the time delay information from the estimated steering vectors. As they are computed independently at each frequency using eigendecomposition, the estimated phase delay, $\hat{\theta}(f)$, would not strictly follow a linear phase structure. In our study, we propose to enumerate a set of potential time delays of interests and find a time delay that maximizes the following objective function.

$$\text{Similarity}(\tau) = \sum \cos \left( \hat{\theta}(f) - (-2\pi f \frac{\tau}{N}) \right)$$  \hspace{1cm} (9)

$$\tau = \text{argmax} \text{Similarity}(\tau)$$  \hspace{1cm} (10)

where $N$ is the number of DFT frequencies, $f_s$ is the sampling rate, and $\tau$ is a hypothesized time delay in seconds. Note that $f$ ranges from 0 to $N/2$. Intuitively, this algorithm searches for a time delay $\tau$ with its hypothesized phase difference, $-2\pi f \frac{\tau}{N}$, best matched with $\hat{\theta}(f)$ at all the frequency bands.

An alternative objective function is to put more weights on the frequencies with higher SNR, as some frequencies may be particularly bad due to the specific characteristics of environmental noise and room reverberation.

$$\gamma(f) = \sum_{\tau} \eta(t, f) \cos \left( \hat{\theta}(f) - (-2\pi f \frac{\tau}{N}) \right)$$  \hspace{1cm} (11)

$$\text{Similarity}(\tau) = \sum_{\tau} \gamma(f) \cos \left( \hat{\theta}(f) - (-2\pi f \frac{\tau}{N}) \right)$$  \hspace{1cm} (12)

where $\eta(t, f)$ is defined as in Eq. (4). The rationale of using Eq. (11) is that if the estimated mask values are high, it is likely that the SNR is also high.
There are previous attempts [27], [28], [29] at deriving time delays from estimated steering vectors at each frequency or each T-F unit. They directly divide the phase difference at each T-F by its angular frequency. However, doing it this way ignores the fact that there could be multiple time delays giving exactly the same phase difference due to phase wrapping and spatial aliasing. The proposed method addresses this ambiguity by checking all the time delays of interests and using their similarity scores to the phase delay of the estimated steering vectors to determine the underlying time delay.

2.3. Directional Features

After obtaining the estimated time delay, \( \hat{\tau} \), we compute the spatial features following [8]:

\[
DF(t, f) = \cos \left( \angle y_1(t, f) - \angle y_2(t, f) - 2\pi \frac{\hat{\tau}}{Nf} \right),
\]

where subscript 1 and 2 index microphone channels. The rationale is that if \( \hat{\tau} \) is accurate enough, \( DF(t, f) \) would be close to one if the T-F unit is dominated by the signal coming from the estimated target direction, and much less than one otherwise. It can therefore be used as input features for DNN training to enhance the signals coming from the estimated direction and filter out signals, typically noise and reverberation, from other directions. In addition, using this feature alone is not sufficient enough, as noise or reverberation could also come from the estimated direction. To address this issue, spectral features are still indispensable. Our system hence integrates both the spatial features and spectral features for DNN training such that only the signals coming approximately from a specific direction and with specific spectral characteristics are enhanced or maintained, while filtered out otherwise. This approach distinguishes our study with [8], which only uses spatial information for enhancement and does not address speaker localization in a robust way.

The spectral features can be extracted from the received mixture signal at each microphone as well as from the beamformed signal obtained using Eq. (8).

2.4. Mask Estimation

The accuracy of mask estimation is essential in the proposed framework. We use the direct sound signal as the target and the rest as the noise to define the IRM:

\[
IRM(t, f) = \frac{|e(t, f) y(t, f)|^2}{|e(t, f) s(t, f)|^2 + |r_{d}(t, f) + n_{i}(t, f)|^2}.
\]

Recent studies suggest that bi-directional long short-term memory (BLSTM) usually leads to consistently better mask estimation results over many other neural networks [30]. In our study, two BLSTMs are trained for mask estimation, one only taking in single-channel spectral information and the other one taking in both spectral and spatial features, as is illustrated in Figure 1. The estimated masks are applied to the unprocessed signal or the beamformed signal for enhancement.

3. Experimental Setup

The proposed algorithms are evaluated using a two-microphone setup for speech enhancement in highly reverberant environments with strong diffuse babble noise. An illustration of the experimental setups is shown in Figure 1. A room impulse response (RIR) generator based on the image method [31] is employed to generate the RIRs. For the training and validation data, we put one interference speaker at each of the 36 directions spanning from \(-90^\circ\) to \(90^\circ\) in steps of \(5^\circ\), and the target speaker at one of the 36 directions. For the testing data, we put one inference speaker at each of the 37 directions spanning from \(-90^\circ\) to \(90^\circ\) in steps of \(5^\circ\), and the target speaker at one of the directions. This way, the testing RIRs are unseen during training. The distance between each speaker to the array center is 1.0m. The room size is 8x8x3m, and the two microphones are placed around the center of the room. The distance between the two microphones is 0.2m and the heights are both set to 1.5m. The T60 of each mixture is randomly picked from 0.6s to 1.0s in steps of 0.1s. The 720 IEEE female utterances [32] are utilized as the target in our experiments. We randomly split them into 500, 100 and 120 utterances to generate the training, validation and testing data. To create the diffuse babble noise, we first concatenate the utterances of each of the 630 speakers in the TIMIT dataset, and then randomly pick 37 (or 36) speech segments from 37 (or 36) randomly-chosen speakers to put at each of the 37 (or 36) directions. For each speaker in the babble noise, we use the first half of the concatenated utterance to generate the training and validation babble noise, and the second half to generate the testing babble noise. There are 25,000, 800, and 3,000 two-channel mixtures in the training, validation and testing set, respectively. The average duration of the mixtures is 2.4s. The input SNR computed from reverberant speech and reverberant noise is fixed at -6dB. Note that if the direct sound signal is considered as the target speech in SNR computation, the SNR is even lower, depending on the direct-to-reverberant energy ratio (DRR).

We train our BLSTMs using all the single-channel signals together with their oracle beamformed signals. We use the IRM to compute the weights in Eq. (4) and (5) to derive the oracle beamformed signals. For each two-channel mixture, we can use the first microphone signal as well as the second microphone signal as the reference for beamforming, so there are two beamformed signals created for training. For each beamformed signal, we use the beamformed speech together with the beamformed noise to define its IRM. The BLSTM is trained using 100,000 (=25,000*2 + 25,000*2) mixtures in total. The BLSTM for single-channel enhancement is trained using log power spectrogram features, and the BLSTM for multi-channel enhancement is trained using the concatenation of log power spectrogram features and directional features. Similarly, we use the IRM to derive the oracle directional features for model training, while at run time, estimated IRMs are utilized for beamforming and directional feature computation.

Both BLSTMs consist of two hidden layers each with 384 units in each direction. Adam is used for optimization. The window size is 32ms and the hop size is 8ms. The sampling rate is 16 kHz. After hamming window is applied, 512-point FFT is performed to extract 257-dimensional log power spectrogram feature of each frame for BLSTM training. The input dimension of the BLSTM for single-channel enhancement is therefore 257, while 514 (=257*2) for the other BLSTM. Sigmoidal activations are used in the output layer. Sentence-level mean normalization is performed on the spectral features before global mean-variance normalization to alleviate the effects of reverberation. Only global mean-variance normalization is performed on the directional features.

We measure speaker localization performance in terms of gross accuracy, which considers a prediction to be correct if the prediction is within 5° (inclusive) from the true target direction. At run time, we only perform enhancement on the first channel signal and use the direct sound signal at the first channel as the reference for metric computation. We evaluate

\[\text{See https://github.com/cabets/RIR-Generator.}\]
the enhancement performance using the short-time objective intelligibility (STOI) and perceptual estimation of speech quality (PESQ) measures, which are the objective measures of speech intelligibility and quality, respectively.

### 4. Evaluation Results

Since the accuracy of TDOA estimation is critical for the quality of the directional features, we first report the performance of the proposed algorithm for TDOA estimation in each reverberation level together with the DRR in Table 1. The results obtained using oracle information is marked in grey. The conventional GCC-PHAT algorithm [33] is used as the baseline for comparison. Since the target speaker is fixed within each utterance, we sum the GCC coefficients over all the T-F units to get the estimated time delay. Its performance, however, is only 25.8% gross accuracy in our experimental setup. The proposed TDOA estimation algorithm substantially improves the performance to 92.0% gross accuracy. In addition, the weighting mechanism as in Eq. (12) also leads to significant improvement from 89.0% to 92.0% gross accuracy. Interestingly, if the IRM is used to compute $\hat{\theta}(f)$, almost perfect gross accuracy can be obtained. This indicates the strong potential of the proposed TDOA algorithm.

We then report the STOI and PESQ results in Table 2 and 3. As can be seen from the first two entries, single-channel enhancement achieves large improvements (from 48.5% to 67.4% for STOI and from 0.98 to 1.77 for PESQ), even only using spectral information. Incorporating the directional features for multi-channel enhancement significantly improves the STOI from 67.4% to 71.4% and PESQ from 1.77 to 1.91. The fourth entry provides the performance when using oracle directional features obtained by using true target directions. As can be observed from entry 3 and 4, the performances are similar, likely because the proposed TDOA estimation algorithm can already accurately determine the target direction in our experiments.

Using the T-F masking based beamforming only gets slight improvement in such a challenging environment with strong reverberation and noise (from 48.5% to 54.3% for STOI and from 0.98 to 1.08 for PESQ). Nonetheless, although estimated speech and noise statistics are used, its performance is close to the oracle MVDR beamforming results obtained using oracle covariance matrices, indicating the effectiveness of deep learning based T-F masking for beamforming.

Applying the single-channel BLSTM on top of the beamforming results reaches 73.1% STOI and 2.01 PESQ from 54.3% and 1.08. Further adding spatial features yields slight improvement. As can be seen from the results, including a beamforming module by extracting spectral features from beamformed signals, $y_{\phi}(f,t)$, and applying the estimated mask on $y_{\phi}(f,t)$ leads to consistent improvement than using unprocessed $y_s(t)$. This is possibly because beamforming algorithms can already suppress the noise and enhance the noisy phase to some extent.

### 5. Concluding Remarks

This study has proposed a novel framework for multi-channel speech enhancement based on time-frequency masking and deep learning. The key step is to leverage the power of deep learning based T-F masking to accurately compute the statistics for beamforming and estimate the target direction, so that spectral and spatial information can be utilized simultaneously to enhance the signal from a specific direction and with specific spectral characteristics. The proposed framework is flexible and versatile enough to be extended to arrays with more than two microphones. Future research would evaluate the performance of the proposed algorithm on robust ASR tasks. We shall also consider performing de-noising and de-reverberation in a two-stage way as in our recent study [34].

---

Table 1. Comparison of TDOA estimation performance (% Gross Accuracy) of different approaches in the two-microphone setup.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>T60(s)/DRR(dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCC-PHAT</td>
<td>25.8/13.4</td>
</tr>
<tr>
<td>TDOA Estimation from Steering Vectors (using Eq. (9))</td>
<td>98.7/13.4</td>
</tr>
<tr>
<td>TDOA Estimation from Steering Vectors (using Eq. (12))</td>
<td>98.7/13.4</td>
</tr>
</tbody>
</table>

Table 2. Comparison of STOI (%) results of different approaches in the two-microphone setup.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Estimated Mask</th>
<th>T60(s)/DRR(dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-Channel BLSTM (logs from $y_s(t,f)$)</td>
<td>98.7/1.0</td>
<td>2.05/0.7</td>
</tr>
<tr>
<td>Multi-Channel BLSTM (logs from $y_s(t,f) + DF$)</td>
<td>99.8/0.9</td>
<td>2.02/0.6</td>
</tr>
<tr>
<td>Multi-Channel BLSTM (logs from $y_s(t,f) + oracle DF$)</td>
<td>99.8/0.9</td>
<td>2.02/0.6</td>
</tr>
</tbody>
</table>

Table 3. Comparison of PESQ results of different approaches in the two-microphone setup.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Estimated Mask</th>
<th>T60(s)/DRR(dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-Channel BLSTM (logs from $y_s(t,f)$)</td>
<td>98.7/1.0</td>
<td>2.05/0.7</td>
</tr>
<tr>
<td>Multi-Channel BLSTM (logs from $y_s(t,f) + DF$)</td>
<td>99.8/0.9</td>
<td>2.02/0.6</td>
</tr>
<tr>
<td>Multi-Channel BLSTM (logs from $y_s(t,f) + oracle DF$)</td>
<td>99.8/0.9</td>
<td>2.02/0.6</td>
</tr>
</tbody>
</table>

---
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