Image-based Assessment of Jaw Parameters and Jaw Kinematics for Articulatory Simulation: Preliminary Results

Ajish K. Abraham, V. Sivaramakrishnan, N. Swapna, N. Manohar
All India Institute of Speech and Hearing, Mysuru, India
ajish68@aiishmysore.in, sivaramakrishnanv7@gmail.com, nsn112002@yahoo.com, manu.aiish@gmail.com

Abstract

Correcting the deficits in jaw movements have often been ignored in assessment and treatment of speech disorders. A robotic simulation is being developed to facilitate Speech Language Pathologists to demonstrate the movement of jaw, tongue and teeth during production of speech sounds, as a part of a larger study. Profiling of jaw movement is an important aspect of articulatory simulation. The present study attempts to develop a simple and efficient technique for deriving the jaw parameters and using them to simulate jaw movements through inverse kinematics.

Three Kannada speaking male participants in the age range of 26 to 33 years were instructed to produce selected speech sounds. The image of the final position of the jaw during production of each speech sound was recorded through CT scan and video camera. Angle of ramus and angle of body of mandible were simulated through inverse kinematics using RoboAnalyzer software. The variables for inverse kinematics were derived through kinematic analysis. The Denavit-Hartenberg (D-H) parameters required for kinematic analysis were obtained from still image. Angles simulated were compared with the angles obtained from CT scan images. No significant difference was observed.

Index Terms: Jaw kinematics, jaw movement simulation, articulatory simulation, image-based jaw measurement.

1. Introduction

Identifying the movements of jaw required for precise articulation of speech sounds and correcting the deficits have often been ignored in assessment and treatment of speech disorders [1]. Lack of dissociation and grading affects the production of major speech sounds [1]. The jaw, composed of upper jaw (maxilla) and lower jaw (mandible), must move fluidly during speech sound production, in synchrony with the appropriate movement of the lips and tongue. This movement is determined by the simultaneous activities of the temporomandibular joint (TMJ). In TMJ, opening and closing are the main movements with respect to the mandible; rotation and translation movements also occur during the production of speech sounds [2]. When there is an abnormality in the jaw structurally and functionally, one cannot produce sounds appropriately, which negatively affects the communication and hence, the quality of life [3].

The role of jaw movement in articulation has been investigated by several researchers. For phonemes like /b/, mandible is the primary mover [4]. Jaw position for stop consonants were different depending upon the speech sound involved [5]. The effect of an increase in speaking rate was reflected by an overall decrease in the jaw displacement for vowels [6]. A study of jaw opening, position, displacement, velocity, duration for movement and jaw closing action during the production of a variety of vowels and consonants at normal and fast rate was conducted on normal American English speaking adults. The study concluded that faster speaking rate resulted in smaller displacements and lower velocities for jaw opening whereas jaw closing velocities were somewhat higher [7]. Jaw position is known to affect vowel height and also plays a role in the manner of consonantal articulation [8]. The above studies revealed that jaw related parameters vary with the speech sound, rate of speech, phonetic context and languages.

Various methods used for tracking jaw movements were reviewed by Madhavan et al. [9]. Tracking of jaw movements, focused towards assessment of speech disorders, include the electromagnetic articulography, ultrasound imaging, palatography and computerized tomography (CT) scan. Setting up the articulograph is a complex job, the process involved is time consuming and involves high equipment cost. On the other hand, ultrasound imaging and palatography does not provide information on the jaw parameters. Though CT is the best method, CT scan does carry risks, due to the radiation exposure and it is not advisable to go for repeated imaging. Speech-language pathologists (SLPs) do not attempt measurements of jaw parameters, despite their importance, due to the complexity and non affordability of the currently used equipments and techniques. Hence, there is a need to develop simple, efficient, affordable and non intrusive methods for jaw measurements with comparable accuracy of CT scan measurements.

A system with two cameras was developed for tracking jaw movements with a tracking error < 0.5 mm [10]. This method used reflective markers, required calibration of cameras and did not provide any jaw measurements. A system using Microsoft connect was developed to track the jaw movements without markers [11]. This system showed tracking errors in between 2.4 mm and 9 mm and was investigated with non speech tasks. A video-based method utilizing a depth sensor and face tracking algorithm was developed [12] without sensors or markers. This method was also complex.

SLPs correct the articulation disorders through speech therapy, by using several techniques such as manual demonstration of producing sounds, modeling of the sounds etc. 2D and 3D models of articulatory simulations of jaw
movements were implemented by several researchers. These include an early 2D model by Sanguineti et al. [13], a 3D rigid body jaw model [14], a rigid-body jaw-hyoid model [15], [16], a 3D jaw motion model [17] and a physiological articulatory model [18]. To win the child’s attention on these 2D and 3D displays on the computer screen and wanting the child to participate in the speech therapy session is a challenge. A robotic simulation may overcome these challenges. Robotic jaw simulation implemented by Flores et al. [19] was for dental applications and the one implemented by Sawada et al. [20] was for voice simulation, which could not depict the jaw movements. A robotic model which can simulate the articulation movements to facilitate SLPs for better demonstration of the production of speech sounds is being developed by the authors of the present study, as part of a larger study. Profiling of jaw movement is an important aspect of developing a robotic simulator.

Analytical study of the movement of a robot manipulator is dealt by forward and inverse kinematics. In forward kinematics, homogenous transformations based on 4x4 real matrices are used to represent rotation of a robot manipulator [21]. A general transformation between two joints requires four parameters known as Denavit-Hartenberg (D-H) parameters [22]. The movement of the upper jaw and lower jaw can be evolved using D-H parameters. RoboAnalyzer software was introduced by Othayoth et al. [23] which can model the robot’s input - output motion characteristics using D-H parameters. Using these parameters, the angle of ramus (θ1), Figure 2) and angle of body of mandible (θ2), Figure 2) are simulated in the present study. The accuracy of the simulation is obtained by comparing with the values obtained through CT scan. It is expected that, the present study will be able to develop an easily implementable method to measure the jaw parameters. Through the proposed model of jaw kinematics, the study would simulate the jaw movements and thereby aid in the development of a robotic jaw, which would further help in the implementation of robotic systems for articulation training.

The objectives of the study were: 1) To obtain the angle of ramus (θ1) and angle of body of mandible (θ2) from CT scan image and θ1, θ2, ramus length (a1) and length of body of mandible (a2) from still image, representing final position of production of selected speech sounds, 2) To derive the coordinates of symphysis through kinematic analysis using the jaw parameters obtained from still image, 3) To simulate the angles of jaw movement θ1 and θ2 through inverse kinematics using the coordinates of symphysis derived from still image and 4) To compare the simulated angles with θ1 and θ2 obtained through CT scan image.

Rest of the paper is organized as follows. The materials used and the procedure followed for data acquisition is described in Section 2. Experimental results are shown in Section 3, followed by the discussion in Section 4 and conclusion in Section 5.

2. Materials and Methods

2.1. Participants

Three Kannada speaking male participants in the age range of 26-33 years (mean age = 29 years) were included in the study. Only those adults with no history of sensory, neurological, communicative, academic, cognitive, intellectual, emotional or oro-facial abnormalities were included. All ethical procedures were followed. The purpose and procedures of the study were explained to the participants and an informed verbal and/or written consent was obtained.

2.2. Speech Material

The participants were instructed to produce speech sounds /t/, /l/, /l/, /f/, /k/ and /a/, each sound representing different place of articulation. The speech sounds selected for robotic simulation in the larger study were used in the present study. Each participant was asked to produce only two speech sounds (Table 1), each sound repeated three times, to restrict the exposure to radiation within safe limits.

Table 1: Speech sounds produced by the participants.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Speech Sounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant 1</td>
<td>/a/ and /l/</td>
</tr>
<tr>
<td>Participant 2</td>
<td>/k/ and /f/</td>
</tr>
<tr>
<td>Participant 3</td>
<td>/t/ and /l/</td>
</tr>
</tbody>
</table>

2.3. Data acquisition

The schematic in Figure 1 shows the procedure followed for data acquisition and simulation.

2.3.1. Obtaining the jaw parameters from CT scan images

Images of the jaw region at final position during production of each speech sound were obtained using Optima 660 128 multi slice CT scan with slice thickness of 0.625 sec. The participant was informed to hold the final position of production of the required speech sound for 20 seconds to record the image. Radiant DICOM Viewer software version 3.5 [24] was used to obtain the jaw parameters from the CT scan images (Figure 2). The parameters obtained were:- 1) Angle θ1: Angle between the ramus line to the reference line (vertical line from the Condyle) and 2) Angle θ2: Angle between the ramus line extension to the mandible line.

2.3.2. Obtaining the jaw parameters from still images

The participants were informed to sit straight in an acoustically treated room at a distance of 20 cm from the camera. They were instructed to utter each of the sounds (Table 1) three times, one after the other, facing the camera. The sound production was video recorded using a Samsung camera S5K5E8 (resolution 4000 x 3000), with frame rate of 30 fps. Still images representing final position during production of each sound were taken from the captured videos and incorporated into the Digimizer software [25] version 4.3. Ramus length (a1): Length between the most posterior point...
of the condyle and the intersection point of the lower mandible of the ramus; and Length of body of mandible ($a_{2SI}$): Linear distance between the symphysis and the intersection point of the ramus length, were measured from the image. The mandibular condyle (point B in figure 3) was identified on the image by the midpoint of the tragus (point A in figure 3) of the ear. The symphysis (point C in figure 3) of the mandible was identified by the soft tissue in the region of the chin. $a_{1SI}$ was identified as the distance between points B and D, whereas, $a_{2SI}$ was the distance between points C and D. The angles $\theta_{1SI}$ and $\theta_{2SI}$ were also identified from still image as shown in Figure 3.

![Figure 2: Jaw measurements from CT scan.](image)

![Figure 3: Jaw measurements from still image.](image)

2.3 Kinematic analysis of jaw movement with 2 degrees of freedom (dof) to derive x and y coordinates of symphysis

Kinematic representation of a 2 dof robotic jaw (rest position) is shown in Figure 4.

Table 2: Denavit-Hartenberg (D-H) parameter for 2 degrees of freedom ($\theta$-Joint angle in degree, d-Link offset in mm, a-Link length in mm, $\alpha$-Twist angle in Degree).

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>d</th>
<th>a</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\theta_1$</td>
<td>0</td>
<td>$a_1$</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>$\theta_2$</td>
<td>0</td>
<td>$a_2$</td>
<td>0</td>
</tr>
</tbody>
</table>

By using the D-H parameter (Table 2), the homogeneous transformation matrix is found out [22]. The D-H convention is a product of four basic transformations to represent the homogeneous transformation and is denoted by $A_i$. The $A$ matrix is a homogenous 4x4 transformation matrix which describe the position of a point of symphysis and the orientation of the object in a three dimensional space. In D-H convention, each homogeneous transformation matrix $A_i$ is represented as a product of four basic transformations as follows.

Transformation matrices for joint 1 (O in Figure 4) and joint 2 ($O'$ in Figure 4) are,

$$A_1 = \begin{bmatrix} c_1 & -s_1 & 0 & a_1c_1 \\ s_1 & c_1 & 0 & a_1s_1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix},$$

$$A_2 = \begin{bmatrix} c_2 & -s_2 & 0 & a_2c_2 \\ s_2 & c_2 & 0 & a_2s_2 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$

Overall matrix $A_i = A_1A_2$ (1)

Substituting $A_1$ and $A_2$ in (1)

$$A_i = \begin{bmatrix} c_{12} & -s_{12} & 0 & a_1c_1 + a_2c_{12} \\ s_{12} & c_{12} & 0 & a_1s_1 + a_2s_{12} \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$ (2)

From (2), coordinates x and y are found as

$$x = a_1c_1 + a_2c_{12}$$ (3)

$$y = a_1s_1 + a_2s_{12}$$ (4)

From Figure 4,

$$c_1 = \cos \theta_1,$$ (5)

$$c_{12} = \cos (\theta_1 + \theta_2),$$ (6)

$$s_1 = \sin \theta_1,$$ (7)

$$s_{12} = \sin (\theta_1 + \theta_2).$$ (8)

x, y coordinates are obtained for still image by substituting values of $\theta_1$ and $\theta_2$ in (5), (6), (7) and (8) and applying to (3) & (4) respectively along with substitution of values of $a_1$ and $a_2$ in (3) and (4).
2.3.4. Simulating θ\textsubscript{1} and θ\textsubscript{2} using RoboAnalyzer software

Using x and y values derived from still images through kinematic analysis, θ\textsubscript{1} and θ\textsubscript{2} were simulated using the RoboAnalyzer software [23].

2.4. Analysis

The values of θ\textsubscript{1} and θ\textsubscript{2} simulated through RoboAnalyzer and the actual values obtained from CT scan image were compared using Friedman’s Test. Percentage error is calculated as

\[
\% \text{error} = \left( \frac{\theta_{\text{CT}} - \theta_{\text{RSI}}}{\theta_{\text{CT}}} \right) \times 100
\]  

(9)

3. Results

Values of jaw parameters obtained from CT scan images and still images are shown in Table 3. These parameters were used to derive x\textsubscript{SI} and y\textsubscript{SI} coordinates (Table 4) through kinematic analysis of jaw movement with 2 degrees of freedom. The RoboAnalyzer software simulated θ\textsubscript{1RSI} and θ\textsubscript{2RSI} through inverse kinematics using the x and y coordinates derived through kinematic analysis (Table 4).

Table 3: Jaw parameters obtained from CT scan and still images.

<table>
<thead>
<tr>
<th>Sounds</th>
<th>θ\textsubscript{1CT} (degrees)</th>
<th>θ\textsubscript{2CT} (degrees)</th>
<th>a\textsubscript{SI} (mm)</th>
<th>a\textsubscript{2SI} (mm)</th>
<th>θ\textsubscript{1SI} (degrees)</th>
<th>θ\textsubscript{2SI} (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>/a/</td>
<td>7.3</td>
<td>53.6</td>
<td>52.0</td>
<td>67.3</td>
<td>8.1</td>
<td>56.2</td>
</tr>
<tr>
<td>/l/</td>
<td>5.0</td>
<td>54.0</td>
<td>47.6</td>
<td>76.9</td>
<td>5.5</td>
<td>56.5</td>
</tr>
<tr>
<td>/l/</td>
<td>10.0</td>
<td>54.0</td>
<td>46.3</td>
<td>74.3</td>
<td>9.2</td>
<td>55.1</td>
</tr>
<tr>
<td>/l/</td>
<td>11.1</td>
<td>54.7</td>
<td>52.0</td>
<td>69.0</td>
<td>10.5</td>
<td>58.7</td>
</tr>
<tr>
<td>/l/</td>
<td>13.0</td>
<td>52.0</td>
<td>50.0</td>
<td>63.9</td>
<td>14.0</td>
<td>62.1</td>
</tr>
</tbody>
</table>

Table 4: Coordinates (x,y) computed from the kinematic derivation and angles (θ\textsubscript{1RSI} and θ\textsubscript{2RSI}) simulated through the RoboAnalyzer software.

<table>
<thead>
<tr>
<th>Sounds</th>
<th>Coordinates from Kinematic derivation</th>
<th>Simulated angles (in degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x\textsubscript{SI}</td>
<td>y\textsubscript{SI}</td>
</tr>
<tr>
<td>/a/</td>
<td>80.6</td>
<td>67.9</td>
</tr>
<tr>
<td>/l/</td>
<td>83.3</td>
<td>72.4</td>
</tr>
<tr>
<td>/l/</td>
<td>77.4</td>
<td>73.3</td>
</tr>
<tr>
<td>/l/</td>
<td>72.9</td>
<td>67.6</td>
</tr>
<tr>
<td>/l/</td>
<td>63.8</td>
<td>74.1</td>
</tr>
<tr>
<td>/k/</td>
<td>69.7</td>
<td>71.4</td>
</tr>
</tbody>
</table>

Figure 5: Bland-Altman plot of comparison between actual and simulated values of θ\textsubscript{1} and θ\textsubscript{2}.

No significant difference (p>0.05) was observed when the simulated values (θ\textsubscript{1RSI} and θ\textsubscript{2RSI}) of still image (Table 4) were compared with the values (θ\textsubscript{1CT} and θ\textsubscript{2CT}) recorded in the CT scan (Table 3), using Friedman’s Test. The agreement between the two is shown in Figure 5. Percentage error (Table 5) was calculated for simulated values of θ\textsubscript{1RSI} and θ\textsubscript{2RSI} comparing with the corresponding values (θ\textsubscript{1CT} and θ\textsubscript{2CT}) from CT scan, using equation (9).

Table 5: Percentage error of the simulated angles.

<table>
<thead>
<tr>
<th>Sounds</th>
<th>θ\textsubscript{1RSI} (%)</th>
<th>θ\textsubscript{2RSI} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>/a/</td>
<td>9.31</td>
<td>5.24</td>
</tr>
<tr>
<td>/l/</td>
<td>7.40</td>
<td>5.09</td>
</tr>
<tr>
<td>/l/</td>
<td>8.60</td>
<td>2.12</td>
</tr>
<tr>
<td>/l/</td>
<td>4.77</td>
<td>7.60</td>
</tr>
<tr>
<td>/l/</td>
<td>8.06</td>
<td>3.18</td>
</tr>
<tr>
<td>/l/</td>
<td>7.38</td>
<td>8.44</td>
</tr>
</tbody>
</table>

4. Discussion

Information regarding jaw parameters is an essential input while developing the robotic jaw manipulator. The present study simulated angle of ramus (θ\textsubscript{1RSI}) and angle of body of mandible (θ\textsubscript{2RSI}) through inverse kinematics using RoboAnalyzer software. Figure 5 shows the Bland-Altman plots which describe the agreement between the simulation values of θ\textsubscript{1RSI} and θ\textsubscript{2RSI} with the corresponding values obtained from CT scan. The cross correlation between the two (simulated v/s actual) was found to be good. The maximum percentage error was found to be 9.31% (Table 5). This is comparable with the errors observed in a similar study [11].

A simple model of jaw kinematics has been proposed in this study. The actual physiological behavior of the TMJ is quite complex, with lateral and protrusion motions [26]. However, during speech production, the jaw movements occur mostly in the sagittal plane [10]. In the present study, the video recording for obtaining still image was focused on the sagittal plane. To achieve more repeatability and precision, the still image based jaw measurement system requires calibration for each user [10], which will be considered in the future. A comparison between various cameras in terms of distance and video resolution will also be taken up [12]. CT scan imaging was necessary to get the base values. The radiation exposure involved in CT scan imaging restricted the number of participants in the study, which is a major limitation of the study.

5. Conclusion

This study provided preliminary data on the jaw movements of Kannada speakers and demonstrated a technique for simulation of jaw movements. The data adds to the much needed corpus of characterization of vowels and consonants in Indian languages. Such data may be useful in building therapeutic models for adults with speech sound disorders. The current study was limited to simulating jaw movements pertaining to selected speech sounds. Future studies can include stimuli of different syllable structure.
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