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Abstract

Complex-domain models have achieved promising results for speech enhancement (SE) tasks. Some complex-domain models consider only time-frequency (T-F) domain constraints and do not take advantage of the information at the time-domain waveform level. Some complex-domain models consider only time-domain constraints and do not take into account T-F domain constraints that have rich harmonic structure information. Indeed, some complex-domain models consider both time-domain and T-F domain constraints but only use the simple mean square loss as time-frequency-domain constraints. This paper proposes a complex-domain-based speech enhancement method that integrates time-domain constraints and T-F domain constraints into a unified framework using a Generative Adversarial Network (GAN). The proposed framework captures information at the time-domain waveform level features while paying attention to the harmonic structure by time-domain and T-F domain constraints. We conducted experiments on the Voice Bank + DEMAND dataset to evaluate the proposed method. Experimental results show that the proposed method improves the PESQ score by 0.09 and the STOI score by 1\% over the strong baseline deep complex convolution recurrent network (DCCRN) and outperforms the state-of-the-art GAN-based SE systems.

Index Terms: speech enhancement, generative adversarial network, complex network, time-domain and T-F domain constraints

1. Introduction

Speech enhancement (SE) is a speech processing method that aims to improve the quality and intelligibility of noisy speech via removing noise [1]. Apart from traditional SE algorithms like spectral subtraction [2] and Wiener filtering [3], recent years have witnessed the rapid development of deep neural networks (DNNs) on SE research [4, 5].

DNN-based approaches are often divided into two main categories: time-domain methods and time-frequency domain (T-F) methods. Time-domain methods can be further divided into two categories - direct regression [6, 7] and adaptive front-end methods [8, 9]. The former learns the regression function directly from the speech-noise mixture of waveforms to the target speech without an explicit signal front-end. Taking time-domain signals in and out, the latter adaptive front-end approach usually employs a convolutional encoder-decoder or u-network framework, which is similar to the short-time Fourier transform (STFT) and its inversion (iSTFT). The enhancement networks are inserted between the encoder and decoder. The T-F domain methods generally transform input noisy waveforms into Fourier spectra (e.g., power spectrum, complex spectrum) by short-time Fourier transform, modify the spectra typically by T-F mask [10, 11] and transform enhanced spectra back into enhanced waveforms by inverse short-time Fourier transform.

Generative adversarial networks (GANs) [12] have shown their superiority in many different applications. SEGAN [13] is the first approach to apply GAN to SE task, which models a function that maps noisy waveform directly to clean waveform in an end-to-end way. In [14, 15], GAN-based algorithms are proposed to operate on spectral features rather than time-domain waveforms. In [16], an enhancement framework based on T-F masks is introduced which implicitly learns the mask using GAN while predicting a clean T-F representation. MetricGAN [17] optimizes the generator concerning one or multiple speech enhancement evaluation metrics. $\mu$-law SGAN [18] takes the magnitude spectrum as input and passes the output through a trainable $u$-law compression layer, to make the output magnitude spectrum closer to the magnitude of the reference speech.

Although GAN has achieved promising performance on SE tasks, the importance of generator network structure for SE tasks has not been fully explored. Complex-domain models have recently achieved state-of-the-art (SOTA) performance on speech enhancement tasks [19, 20]. In this paper, we use the complex-domain model deep complex convolution recurrent network (DCCRN) [19] as our generator. However, the original DCCRN model only considers time-domain constraints and does not consider T-F domain constraints that are rich in harmonic structure information. Therefore, we add a T-F domain constraint to the DCCRN, i.e., the $L_1$ loss between the estimated amplitude spectrum and the clean speech amplitude spectrum. We then employ adversarial training to make the output of the generator network better preserve the harmonic structure of speech by narrowing the gap between the estimated and reference log amplitude spectrum. We take a step further by using a trainable compression layer instead of logarithmic compression to compress the dynamic range of the spectrum so that the compressed amplitude spectrum can show more detailed information and further improve the speech quality. We evaluate the proposed method on the Voice Bank + DEMAND dataset [21]. Experimental results show that the proposed method outperforms the baseline and the state-of-the-art GAN-based SE systems. In addition, we also investigate the performance of our proposed method at different signal-to-noise ratios (SNRs), and the results show that better performance is achieved at low SNRs.

The remainder of the paper is organized as follows: In Section 2, we first describe GAN-based speech enhancement and then explain our proposed model architecture in Section 3. Sections 4 and 5 report the experimental setup and results, respectively, and Section 6 concludes the paper with some conclu-
GAN-based speech enhancement

A generalized adversarial network (GAN) consists of a generator network \( G \) and a discriminator network \( D \). In the applications of GAN on SE, \( G \) is trained to map a noisy speech signal \( z \) from a prior distribution \( p(z) \) to an estimated speech signal \( G(z) \) whose distribution is as close as possible to the distribution \( p_{\text{clean}}(x) \) of the clean speech signals. \( D \) is a binary classifier that regards the clean speech signals as true and the estimated speech signals as fake. By employing an alternative mini-max training scheme between \( G \) and \( D \), where \( G \) is updated to fool \( D \) into treating its estimated speech signals as real, and \( D \) is updated to more confidently classify the speech signals as clean or estimated. The loss function of this mini-max game between \( G \) and \( D \) is defined as follows:

\[
\min_G \max_D L(G, D) = \mathbb{E}_{x \sim p_{\text{clean}}(x)}[\log D(x)] + \mathbb{E}_{z \sim p(z)}[1 - \log D(G(z))]
\]

However, traditional GAN generators ignore an important piece of a prior information: for the discriminator, half of the data actually comes from real samples and a half from forged samples. For this reason, if the probability of a forged sample being judged true increases, then the probability of a real sample being judged true should decrease accordingly. Therefore, we use the relativistic GAN (RGAN) proposed in [22] and used in [7, 23]. RGAN’s discriminator estimates the probability that the clean speech signal is more realistic than the estimated speech signal, while RGAN’s generator in turn estimates the probability that the estimated speech signal is more realistic than the clean speech signal. The RGAN loss functions are as follows:

\[
\min_G L(G) = -\mathbb{E}_{x \sim p_{\text{clean}}(x), z \sim p(z)}[\log (\sigma(D(G(z)) - D(x)))]
\]

\[
\min_D L(D) = -\mathbb{E}_{x \sim p_{\text{clean}}(x), z \sim p(z)}[\log (\sigma(D(x) - D(G(z))))]
\]

3. Proposed GAN with fusion constraints

In this section, we propose a GAN-based network with time-domain and T-F domain fusion constraints for speech enhancement. As shown in Fig. 1, the proposed model consists of a generator and a discriminator with a trainable amplitude spectral compression layer.

3.1. Generator

The generator is an encoder-decoder network that takes the noisy waveform as input. After short-time Fourier transform (STFT) using a convolutional layer, the resulting complex spectrum is fed to the encoder, and high-level features are extracted by multiple complex convolutional layers of the encoder. There are two LSTM layers between the encoder and decoder for extracting long-term information. The decoder is the inverse process of the encoder. The skip connections are used to connect each encoder layer to the homologous decoder layer. The feature dimension is restored to the same size as the output of the conv-STFT layer after the last complex decoding layer. The decoder estimates the complex ratio mask (CRM) [24] and applies it to the input of the encoder, \( \odot \) representing element multiplication. The estimated waveform is reconstructed by iSTFT operation using a convolutional layer.

Given the estimated mask \( M \) and the complex-valued STFT spectrogram of noisy speech \( Y \), the estimated clean speech \( \hat{S} \) can be calculated as below:

\[
\hat{S} = (Y \cdot \hat{M} - Y_i \cdot \hat{M}_i) + j(Y \cdot \hat{M} + Y_i \cdot \hat{M}_i)
\]

3.2. Discriminator

The discriminator network consists of trainable amplitude spectrum compression layer (TASCL) and convolutional blocks with good pattern recognition capability. In the training phase of \( D \), TASCL is optimized to better distinguish between the target spectra and estimated enhanced spectra. Thus, the discriminator network plays a role in guiding the TASCL to learn a better compression function. A better performing TASCL can find more differences in geometric structure details between the
clean spectra and the estimated spectra, which can enable the generator network to generate a spectrum closer to the target spectrum.

3.3. Trainable amplitude spectrum compression layer

We argue that the amplitude spectrum rich in geometric structure can make the output of the trained model better preserve speech quality. Therefore, we first use log compression and add trainable parameters to log compression to make the compressed amplitude spectrum show more details. Give the amplitude spectrum $|X|$, the compressed amplitude spectrum can be expressed as

$$|X|_{\text{com}} = \frac{\ln(1 + \alpha_1 |X|)}{\ln(1 + \alpha_2)}$$

where $\alpha_1$, $\alpha_2$ are trainable parameters. By adjusting $\alpha_1$, the compression degree of the amplitude spectrum can be controlled, while by adjusting $\alpha_2$, the amplitude range of the compressed amplitude spectrum can be controlled.

3.4. Loss function

In order to make full use of the time-domain waveform level features and the T-F domain amplitude spectrum features, our loss function combines both time-domain and T-F domain losses. The loss function is as follows

$$L_D = -\mathbb{E}_{x \sim p_x, y \sim p_y}[\log(\sigma(D(|Y|_{\text{com}}) - D(|\tilde{Y}|_{\text{com}})))]$$

$$L_G = -\lambda_1 \mathbb{E}_{x \sim p_x, y \sim p_y}[\log(\sigma(D(|\tilde{Y}|_{\text{com}}) - D(|Y|_{\text{com}})))] + \lambda_2 \|G(x) - y\| + \lambda_3 \|\tilde{Y}|_{\text{com}} - |Y|_{\text{com}}\|$$

4. Experiment setup

4.1. Datasets

The proposed method is evaluated on an open dataset released by Valentini et al. [21] for a fair comparison. This dataset is generated using the speech corpus Voice Bank [25] and the noise database DEMAND [26]. Voice Bank corpus is divided into a training set composed of 28 speakers and a test set composed of 2 speakers. The noisy speech is generated with 10 types of noises (8 from DEMAND database and 2 artificially generated) at SNRs of 0 dB, 5 dB, 10 dB, and 15 dB for training, and with 5 types of unseen noises at SNRS of 2.5 dB, 7.5 dB, 12.5 dB, and 17.5 dB for testing. All utterances are resampled from 48kHz to 16 kHz and sliced by a sliding window of length 16000 with 50% overlap.

We also investigate the performance of our proposed method at different signal-to-noise ratios (SNRs) using another dataset. We choose clean utterances randomly from the TIMIT corpus [27] which includes 630 speakers. 5670 utterances are chosen to form the training set and the other 630 utterances serve as a testing set. Both training and test sets are created by adding 100 types of noises (all from NOISE-100 corpus [28]) to the clean utterances segmented into one-second pieces at SNRs of 15 dB, 10 dB, 5 dB, 0 dB, and 5 dB, resulting in 118-hour training set and 13-hour test set. The utterances are downsampled from 48 kHz to 16 kHz.

4.2. Model setup

We use DCCRN-C as our $G$ network. We set the window length and hop size to 25 ms and 6.25 ms, respectively, and a 512 FFT length in the conv-STFT layer and the conv-ISTFT layer of the $G$ network. The encoder has 6 complex convolutional layers with 16, 32, 64, 128, 256, 256 number of channels. The stride and kernel size of each layer are set to (2, 1) and (5, 2) respectively. The LSTM layer consists of 2 layers of 256 cells. The channel number of the decoder follows the reverse setting of the encoder. In the last decoder layer, the complex batch normalization and activation functions are not used in training.

The $D$ network consists of 6 two-dimensional convolutional layers with the number of channels 64, 128, 256, 512, 1024, 1024 and each layer has a filter length of (5, 2) and a step size of (2, 1). LeakyReLU with $\alpha = 0.3$ is applied after each two-dimensional layer. After the last activation layer, there is an additional two-dimensional convolutional layer with a filter length of (1, 1) and a step size of (1, 1). The output is fed into a linearly activated fully connected layer for binary classification.

We use spectral normalization at each layer of $D$ to produce better performance. Spectral normalization is used to control the range of weights in $D$ and to avoid exploding or vanishing gradients.

We trained all the models for 150 epochs using a batch size of 128 with Adam optimizer [29]. The learning is set to 0.001 and then decay 0.98 for every two epochs. The hyperparameters $\lambda_1$, $\lambda_2$, $\lambda_3$ in equation (7) are set to 0.05, 5, 1 respectively.

4.3. Evaluation metrics

For evaluation metrics, we provide a perceptual evaluation of speech quality (PESQ) scores and Short-Time Objective Intelligibility (STOI) scores. Speech enhancement is usually measured using PESQ scores, see [30, 31], and STOI scores, see [32]. PESQ scores are highly correlated with subjective evaluation scores and are mostly used for compressed objective measures. PESQ scores are calculated by comparing enhanced speech to clean reference speech and range from -0.5 to 4.5. STOI scores are highly correlated with human speech intelligibility and range from 0 to 1. Higher scores indicate better performance for all metrics.

5. Experiment results

5.1. Results on the Voice Bank + DEMAND dataset

Our method proposed in this paper is compared with other methods which also employ the same open dataset Voice Bank + DEMAND introduced in subsection 5.1. Table I lists the speech enhancement performance of related studies recently trained and tested on this dataset.

As can be seen from Table 1, our proposed achieves the state-of-the-art performance among the GAN-based models compared with SEGAN, MMSE-GAN, CNN-GAN, MetricGAN, and u-law SGAN. Furthermore, the proposed method achieves higher scores of PESQ and STOI than other time-domain methods (such as SerGAN) and T-F domain methods (such as DCT-UNet).

5.2. Ablation analysis

The experimental results in the previous subsection prove that our method improves speech enhancement performance. To verify the validity of our method, we performed an ablation analysis. We utilize the DCCRN which denotes generator $G$
noise components have the same energy, whereas the amplitu
dimensions: 595.3x841.9
designed three experiments labeled DCCRN, DCCRN+LOG+pD, DCCRN+TASC+pD. Experimental results of ablation analysis are given in Table 2. Note that the discriminator module is not involved during inference. The same DCCRN configuration was used for the three experiments.

Table 2: Ablation analysis results.

<table>
<thead>
<tr>
<th>Method</th>
<th>PESQ</th>
<th>STOI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noisy</td>
<td>1.97</td>
<td>0.91</td>
</tr>
<tr>
<td>DCCRN</td>
<td>2.78</td>
<td>0.94</td>
</tr>
<tr>
<td>DCCRN+LOG+pD</td>
<td>2.81</td>
<td>0.94</td>
</tr>
<tr>
<td>DCCRN+TASC+pD</td>
<td>2.87</td>
<td>0.95</td>
</tr>
</tbody>
</table>

By comparing experiments DCCRN and DCCRN+LOG+pD, it can be seen that the PESQ and STOI scores are improved a little with the addition of the logarithmic amplitude spectral loss and discriminator. By comparing trials DCCRN+LOG+pD and DCCRN+TASC+pD it can be seen that replacing logarithmic amplitude spectral compression with trainable amplitude spectral compression can further improve the scores of PESQ and STOI. This is because the original DCCRN has only time-domain loss, whereas the amplitude spectrum of speech is rich in harmonic structure information. The addition of logarithmic amplitude loss allows the model to learn more information and thus improve the speech quality. Further by adding trainable amplitude spectral compression, the resulting amplitude spectrum can be made to show more details, thus further improving the speech quality.

5.3. Performance at different SNRs

We also investigated the performance of our proposed method with different SNRs on the second dataset introduced in subsection 5.1. We use DCCRN as the baseline.

As shown in Table 3, our model achieves the most improvement in PESQ scores when the signal-to-noise ratio is 0 compared to DCCRN. The relative boost in PESQ becomes less when the noise component or speech component becomes larger. This is probably because PESQ is an indicator of the degree of distortion in speech and is strongly related to the harmonic structure of speech. It is difficult to distinguish between noise and speech at the waveform level when the speech and noise components have the same energy, whereas the amplitu
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