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Abstract

COVID-19 can be pre-screened based on symptoms and confirmed using other laboratory tests. The cough or speech from patients are also studied in the recent time for detection of COVID-19 as they are indicators of change in anatomy and physiology of the respiratory system. Along this direction, the diagnosis of COVID-19 using acoustics (DiCOVA) challenge aims to promote such research by releasing publicly available cough/speech corpus. We participated in the Track-1 of the challenge, which deals with COVID-19 detection using cough sounds from individuals. In this challenge, we use a few novel auditory acoustic cues based on long-term transform, equivalent rectangular bandwidth spectrum and gammatone filterbank. We evaluate these representations using logistic regression, random forest and multilayer perceptron classifiers for detection of COVID-19. On the blind test set, we obtain an area under the ROC curve (AUC) of 83.49% for the best system submitted to the challenge. It is worth noting that the submitted system ranked among the top few systems on the leaderboard and outperformed the challenge baseline by a large margin.

Index Terms: COVID-19, acoustics, cough, gammatone, constant-Q transform, equivalent rectangular bandwidth

1. Introduction

The COVID-19 pandemic has affected people from more than 200 countries in the recent time. As per present official records, there are more than 125 million cases with over 2.74 million causalities across the globe [1]. Due to its adverse affects in social and professional life, the research investigations for its detection gained wide attention. While the reverse transcription-polymerase chain reaction (RT-PCR) based molecular test is found to be most effective for COVID-19 detection, the rapid antigen test (RAT) is an alternative molecular test to know the result promptly. The latter has a high false negatives, whereas the former is associated with concerns like time, cost and scalability, although it is widely adopted as a standard by most of the countries. This leads various research groups to study different alternatives for the detection of COVID-19.

It has been found that dry cough, difficulty in breathing and chest pains are some of the symptoms shown by the symptomatic COVID-19 infected patients as reported by WHO [1]. Again, the change in anatomy and physiology of the respiratory system is highly related to the generated sounds in terms of cough, breathing and speech as suggested by medical science [2]. Further, cough or difficulty in breathing can affect the continuous speech production for an individual [2, 3]. Due to such reasons, investigating presence of COVID-19 using cough or speech from patients became interest of the community [4, 5].

Several attempts have been made for COVID-19 diagnosis using cough and speech from patients [6–10]. The short-term frame-level acoustic features and VGGish embeddings extracted from a pre-trained network are found to be effective as reported in [11]. Again, the usefulness of convolutional neural network (CNN) with mel spectrogram as features and ResNet with short-term magnitude spectrum for investigating COVID-19 from cough samples are also studied [12, 13]. Similarly, an end-to-end system for cough detection followed by classification to find COVID-19 has been explored in [14]. The latest edition of Computational Paralinguistics Evaluation (ComParE) also studies various acoustic front-ends and classifiers for detection of COVID-19 from cough or speech from patients [15].

Along similar directions, the diagnosis of COVID-19 using acoustics (DiCOVA) Challenge aims to promote COVID-19 detection research using cough and speech from individuals to benchmark results of various systems on a common corpus [16]. The challenge runs on two tracks, the Track-1 considers cough sounds, whereas the Track-2 is based on speech from individuals. The Track-1 is a leaderboard style challenge, where the participating teams can upload resultant scores for the blind test set generated using their developed systems. There are three baselines of the challenge that consider widely popular mel frequency cepstral coefficient (MFCC) features as front-end and three different back-end classifiers, which are logistic regression (LR), random forest (RF) and multilayer perceptron (MLP) as shared by the challenge organizers [16]. We participate in the Track-1 of the challenge to detect COVID-19 using cough sounds and report our findings in this work.

Inspired by the success of various acoustic features for detecting COVID-19 from cough or speech [11–13], we focused on exploring a few novel auditory acoustic features during our participation in DiCOVA challenge. We consider long-term transform, equivalent rectangular bandwidth (ERB) and gammatone filterbank based auditory acoustic representations for capturing the artifacts to detect COVID-19 from cough sounds of individuals. The spectrum derived from constant-Q transform (CQT), which is a long-term window transform is used as one of the front-ends. Similarly, the gammatone cepstral coefficient (GTCC) features and the spectrum derived from ERB constitute another two front-ends. We evaluated these representations using the LR, RF and MLP classifiers to submit the best combinations observed from the studies on the validation set of DiCOVA Challenge Track-1 corpus. The contribution of this work lies in exploration of novel auditory acoustic cues for detecting COVID-19 from cough of individuals.

The remainder of the paper is organized as follows. Section 2 describes the different auditory acoustic features considered in this work. The details of the implemented systems and their experimental setup are included in Section 3. Section 4 reports the results and analysis for the systems submitted to the DiCOVA Challenge. Finally, Section 5 concludes the work.
2. Auditory Acoustic Cues

In this work, we focus on novel acoustic front-ends for detection of COVID-19 given the fact that the data for the challenge is very limited. We consider long-term transform, gammatone filterbank and equivalent rectangular bandwidth spectrum based auditory acoustic cues for capturing discriminative signal characteristics for detection of COVID-19. We discuss the different auditory acoustic cues considered in this work in the following subsections.

2.1. CQT spectrum

We consider CQT, a long-term window transform [17] to capture acoustic cues for COVID-19 detection. It is different from short-term transform such as Fourier transform, which considers window of few milliseconds. The CQT has a higher frequency resolution for lower frequencies as well as a higher temporal resolution for higher frequencies. Apart from this, it has unique characteristics due to the geometrically distributed center frequencies of each filter. Such salient properties have made CQT based features useful for various classification and detection tasks as reported in the literature [18–22]. Along similar direction, we believe such representations may also be useful for detecting cough speech from COVID-19 positive patients. Therefore, we consider the log power spectrum of CQT as one of the front-ends in this study.

Let us consider a signal \( x(n) \), then its long-term transform CQT \( Y(k, n) \) is computed as follows

\[
Y(k, n) = \sum_{j=n-(\lfloor N_k \rfloor)}^{n+\lfloor N_k \rfloor} x(j)a_k^j \left( j - n - \frac{N_k}{T} \right) \tag{1}
\]

where \( k = 1, 2, \ldots, K \) represents frequency bin index, \( N_k \) are the variable window lengths, \( a_k^j(n) \) denotes the complex conjugate of \( a_k(n) \), and \( \lfloor \cdot \rfloor \) denotes rounding towards negative infinity. The basic functions \( a_k(n) \) are complex-valued time-frequency atoms and are defined in [18].

2.2. ERB spectrum and GTCC

Literature shows that the impulse response associated with basilar membrane vibrations are highly correlated with gammatone signals [23, 24]. The mechanical displacement on basilar membrane is regarded as band pass filter and the frequency response can be modeled as gammatone. The ERB frequency scale is a psychoacoustic measure of the auditory filter width on different locations of cochlea [25]. Therefore, the ERB frequency scale is used in the gammatone filterbank design. The spectral energies for different filters are used as erbSpectrum.

The impulse response of the gammatone filter for center frequency \( f_c \) is given as follows [23, 26]:

\[
g(t) = K t^{(n-1)}e^{-2\pi B t} \cos(2\pi f_c t + \phi) \tag{2}
\]

where \( K \) is the amplitude factor, \( n \) is the order of filter, \( \phi \) is the phase shift and \( B \) is the ERB associated with the duration of impulse response, which is \( B = 1.019 \text{ERB}(f_c) \). The center frequencies \( f_c \) of gammatone filterbank are spaced equally on ERB frequency scale. The relation between ERB and frequency in Hz, i.e., \( \text{ERB}(f) \) is as follows:

\[
\text{ERB}(f) = 21.4 \log_{10}(0.00437 f + 1) \tag{3}
\]

The gammatone filterbanks have been widely used for many sound classification research problems [27]. They have some advantages over the conventional mel filterbanks used in...
MFCC feature extraction [28]. The gammatone filters have smoother behaviour than mel filters and also used for cough sound recognition study previously [29]. Furthermore, the analysis study on Croup diagnosis using cough sound (which is also a respiratory tract infection that commonly appears in children) presented in [30] observed that the cochleagram representation obtained via gammatone filterbank was found to be effective. Therefore, we believe that ERB spectrum as well as GTCC derived using ERB specturm can be the potential auditory acoustic cues to discriminate the cough sounds from COVID-19 positive and negative patients.

2.3. Spectral analysis observations

Here, we have considered two audio samples from the training set of DiCOVA Challenge database, one from COVID-19 positive and another from COVID-19 negative cough. We are interested to analyze the artifacts using CQT spectrogram and the ERB spectrogram on these samples. Figure 1 shows the spectral analysis comparison of CQT and ERB for the considered samples. We observe that the spectral energy trajectories have relatively more intensity in COVID-19 positive cough than the COVID-19 negative cough sample in case of both CQT and ERB spectrum. The rectangular boxes on Figure 1 show several regions in the low frequency bands showing high discrimination on the spectrum, indicating useful spectral cues for COVID-19 detection. In addition, the discrimination between both classes can also be observed from comparing the contents of high frequency regions. This observations support the motivation of considering CQT and ERB spectrum as potential auditory acoustic cues in this work.

3. System Description

This section describes the details of the database, evaluation protocol and experimental setup. Next, we discuss them in the following subsections.

3.1. Database and evaluation protocol

The database released for DiCOVA Challenge is derived from Coswara corpus1, which is collected using a crowd sourcing platform from COVID-19 positive and negative individuals [4]. Each participant provided 9 audio recordings that include shallow and heavy cough, shallow and deep breathing, some sustained phonation of vowels and 1 to 20 number counting in low and heavy cough, shallow and deep breathing, some sustained phonation of vowels and 1 to 20 number counting in fast as well as normal speaking rate using the web-application obtained via gammatone filterbank was found to be effective. Therefore, we believe that ERB spectrum as well as GTCC derived using ERB specturm can be the potential auditory acoustic cues to discriminate the cough sounds from COVID-19 positive and negative patients.

<table>
<thead>
<tr>
<th>Class</th>
<th>Train/Val</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19 positive</td>
<td>75</td>
<td>blinded</td>
</tr>
<tr>
<td>COVID-19 negative</td>
<td>965</td>
<td>blinded</td>
</tr>
<tr>
<td>Total</td>
<td>1,040</td>
<td>233</td>
</tr>
</tbody>
</table>

Table 1: Summary of examples in DiCOVA Challenge Track-1.

The validation set. On the other hand, the test set of the challenge is blinded and the participants of the challenge can upload their scores on the challenge leaderboard3. All participating teams are given maximum of 25 score submissions to the leaderboard during the challenge. It is to be noted that the participants are also required to share the validation set score while submitting the test set scores to the leaderboard. The challenge considers area under the receiver operating characteristic curve (AUC) as a performance metric for evaluation of submitted systems.

3.2. Experimental setup

The DiCOVA Challenge organizers provide three baselines for the challenge. All the three baseline systems consider 39-dimensional MFCC features extracted using librosa python library [28]. It is noted that all the samples undergo an amplitude normalization to ±1 and sample level sound activity detection [16]. The extracted MFCC features are then used by three different classifiers, namely, LR, RF and MLP. The classifiers are implemented using scikit-learn python library and their details can be viewed from [16].

We now focus on experimental setup related to our auditory acoustic features used in this study. The CQT spectrum is extracted using librosa4 python library. The logarithm of the CQT power spectrum is then saved as extracted feature for each example. The parameters related to CQT extraction follows our previous work given in [31]. On the other hand, the ERB spectrum (erbSpec) is extracted with 43 number of gammatone filters using audioFeatureExtractor of MATLAB audio toolbox5. Consideration of 43 gammatone filters make the dimension of erbSpec features as 43. To expand the dynamic range of feature vectors, we applied logarithm to the spectral features. Further, the frames containing very smaller values are expected to be the part of silence and hence removed for feature computation. Similarly, the GTCC features along with dynamic features delta and delta-delta are also extracted using audioFeatureExtractor of MATLAB audio toolbox. We note that the window duration is 1024 samples (23.22 ms) and shift is 512 samples (11.61 ms) for 39-dimensional (13 static+13−Δ+13−ΔΔ) GTCC computation.

Our extracted features are also evaluated using the three classifiers, namely, LR, RF and MLP that are part of the challenge baselines. For this purpose, once our features are extracted, we follow the baseline recipe given by the organizers for training the model using fixed 5-fold cross-validation [16]. During testing, we adopt a slightly different strategy than the organizers, as they utilized all the 5-fold models to generate 5 set of scores for the test set and then finally considered the average score from them. In contrast to this, for our studies, we build a new model considering all the labelled examples from the train/validation set, that we used to test the blinded test set examples. This strategy is adopted as the train set examples are

1https://github.com/iscleap/Coswara-Data
2https://coswara.iisc.ac.in/
3https://competitions.codalab.org/competitions/29640/results
4https://librosa.org/
5https://www.mathworks.com/help/audio/ref/audiofeatureextractor.html
very less and we expected that pooling all the examples from train/validation set can lead to an improved model for unknown test set once it is confirmed that respective features perform well on the validation set. Next, we discuss the results and analysis of our submitted systems to the challenge.

### 4. Results and Analysis

In this section, we report the results and analysis of our submitted systems in DiCOVA Challenge. We group the studies into two parts based on single systems and fusion of multiple systems. The following subsections describe the details based on this grouping.

#### 4.1. Single system studies

We first evaluate the performance of the baseline systems using MFCC features with three different classifiers on the test set. Then we evaluate the three auditory acoustic features explored in this work. Table 2 shows the performance with different combinations of acoustic features and classifiers. On comparing the performances of various features on validations set, we find that our three auditory acoustic features perform better than baseline MFCC features with LR and RF classifiers. Among them, erbSpec-RF achieves the highest AUC of 73.4% on the validation set, which shows its strong potential for COVID-19 detection from cough sounds. In addition, we observed that all the features performed better with RF and MLP classifiers than LR on validation set. It is noted that as the test set results are available for only a limited number of submissions on the leaderboard for each team, we could not report results for a few systems on the test set. Therefore, we submitted the systems using RF and MLP classifiers for our investigated features as they perform better than LR classifier in most of the cases on the validation set.

We now focus on the results obtained on the blind test set that we submitted to the challenge. It is observed that erbSpec features with RF classifier not only performs the best on the validation set, but also on the evaluation set. Further, the GTCC feature with MLP classifier performs as the second best system on the test set. It is worth to be noted that both these single systems outperforms the MFCC feature based baselines by a large margin as can be viewed from Table 2.

#### 4.2. Fusion studies

It is a known fact that combination of multiple systems can contribute towards achieving an improved results [32, 33]. Therefore, we performed some analysis for score-level fusion using the two best single systems discussed above. A weighted score-level fusion is adopted for this study, where we fused the scores of each example obtained from erbSpec-RF and GTCC-MLP as follows:

\[
S_{\text{fusion}} = \alpha S_{\text{erbSpec-RF}} + (1 - \alpha) S_{\text{GTCC-MLP}}
\]

where \(\alpha\) is the weighted ratio and \(S_{\text{erbSpec-RF}}\), \(S_{\text{GTCC-MLP}}\) represent the scores from erbSpec-RF, GTCC-MLP systems and the final fused score.

Table 3 shows the analysis for the fusion studies carried out with the two best single systems. We consider two weighted combination cases for this study. For the first one, we consider equal weights for both systems and for the second one, we put a much higher weight for erbSpec-RF system as it performed the best for both validation as well as test set among all our single systems. From Table 3 we observe that the fusion of the two systems improve the performance for both cases, which is more significant when a higher weightage is given for erbSpec-RF system. Thus, our best system submitted to the challenge achieves an AUC of 83.49% on the test set, which lists among the top systems submitted to the challenge. The future work will focus on investigating the considered auditory acoustic features on Track-2 of the DiCOVA Challenge to know their importance for detecting COVID-19 using speech instead of cough sounds.

### 5. Conclusion

This work devotes on exploring novel auditory acoustic cues for diagnosis of COVID-19 using cough sounds for our participation in Track-1 of DiCOVA Challenge. We considered a few novel auditory acoustic features based on long-term transform, equivalent rectangular bandwidth spectrum and gammatone filterbank. These acoustic representations are used in the framework of three different classifiers, namely, LR, RF and MLP. The developed systems using the auditory acoustic cues outperformed the challenge baseline and the score-level combination of the best two systems among them reported an AUC of 83.49%, which lists one among the top performing systems in the DiCOVA Challenge leaderboard.
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