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Abstract

This paper presents the automatic recognition of COVID-19 from coughing. In particular, it describes our contribution to the DiCOVA challenge – Track 1, which addresses such cough sound analysis for COVID-19 detection. Pathologically, the effects of a COVID-19 infection on the respiratory system and on breathing patterns are known. We demonstrate the use of breathing patterns of the cough audio signal in identifying the COVID-19 status. Breathing patterns of the cough audio signal are derived using a model trained with the subset of the UCL Speech Breath Monitoring (UCL-SBM) database. This database provides speech recordings of the participants while their breathing values are captured by a respiratory belt. We use an encoder-decoder architecture. The encoder encodes the audio signal into breathing patterns and the decoder decodes the COVID-19 status for the corresponding breathing patterns using an attention mechanism. The encoder uses a pre-trained model which predicts breathing patterns from the speech signal, and transfers the learned patterns to cough audio signals.

With this architecture, we achieve an AUC of 64.42% on the evaluation set of Track 1.
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1. Introduction

COVID-19 is an infectious disease caused by a newly discovered spread via the Coronavirus SARS-CoV-2 having adverse effects on the functioning of human respiratory system 1. Individuals infected with COVID-19 experience mild to moderate respiratory illness. To a large extent, identifying the presence of COVID-19 has been attempted from cough audio signals [1, 2, 3, 4, 5, 6]. The authors of [1, 7, 8, 9] have analysed breathing audio signals along with coughing of COVID-19 subjects. The speech signal is analysed in [10, 11, 12] with a focus on vowels, alphabets, & counting from 1 to 10.

The DiCOVA 2021 challenge – Track 1 provides cough audio signals & Track 2 provides breathing, sustained phonation, and speech signals for the detection of a subject’s COVID-19 status [13]. As reported in [1] and [7], breathing patterns are found more effective in identifying the bio-markers of COVID-19 in human produced audio. Also, [8, 9] have demonstrated the combined analysis of coughing and breathing giving better performance. However, capturing low amplitude breathing signals in noisy environments is challenging. To overcome the problem of data collection in the right context, we propose to use the human-audio signals and extract their breathing patterns. The main contributions of this paper can be summarised as: First, we demonstrate the technique to extract the breathing pattern of a cough audio signal. Second, we introduce the use of such breathing patterns derived from audio for detecting COVID-19 bio-markers. To the best of our knowledge, it is the first work on using audio-based breathing parameters in the context of COVID-19.

2. Related Work

Several studies in the past have worked with cough audio signals for the detection of respiratory diseases. A dataset of cough audio from 20 patients having pertussis, 11 having croup, and 7 containing wheezing sounds corresponding to other diseases such as bronchiolitis and asthma is used in [16] and [17]. In these two studies, the authors have diagnosed pertussis cough and classified cough from other non-cough sounds. With a feature set of Mel-Frequency Cepstral Coefficient (MFCC), Zero Crossing Rate (ZCR), crest factor, energy, dominant frequency, and other spectral parameters such as roll-off, skewness, kurtosis, centroid, spread, decrease, flatness, slope, standard deviation and band power, the pertussis cough is identified with 100% accuracy on a subset of data comprising of 10 pertussis and 11 non-pertussis cough audio

1https://www.who.int/health-topics/coronavirus
2https://coughvid.epfl.ch
3opensigma.mit.edu
4https://www.coughagainstcovid.org
5https://voicemed-791a3.firebaseapp.com
6https://coughvid.epfl.ch
7https://coughvid.epfl.ch
8https://voca.ai/corona-virus
disorders and a mean absolute error of with a RandomForest classifier for the prediction of pulmonary sound in frequencies from respective. The authors report a classification accuracy of 75% given by only MFCCs. Recently, several efforts for the classification of asthmatic and 47 kHz, mean of Fast-Fourier Transform (FFT) of inspiratory and expiratory sounds, the authors compared the performance of only MFCCs, and report an absolute improvement of 18.28% over the accuracy given by only MFCCs. Recently, several efforts for the identification of COVID-19 cough from non-COVID-19 cough are seen [21, 22, 23]. A summary is presented in Table 1.

Breathing signal analysis has already found its significance in detecting COVID-19 bio-markers. The COVID-19 detection (from non-COVID-19 asthmatic cough) performance reported by Cambridge University [1] states an Area Under the Curve (AUC) of 0.8. Similarly, the authors of [7] also found breathing signals performing better with an absolute improvement of 2.4 % Unweighted Average Recall (UAR) than coughs in classifying COVID-19 subjects vs healthy subjects. They reported a UAR of 76.1 % using breathing sound and 73.7 % for coughing sound from the data set collected by the Cambridge University [1]. Another study using a subset of data collected by Cambridge University [1] is presented in [8]. The data comprises of coughing and breathing audio recordings from 62 COVID-19 positive and 293 healthy participants. The authors applied an end-to-end deep network on the joint representation of coughing and breathing audio signals and reported an AUC of 0.846. Recently, there have been multiple efforts in identifying breathing patterns of speech signals using regression techniques. In the Breathing Sub-challenge of the Interspeech 2020 Computational Paralinguistics (ComParE) [24], a Pearson correlation of $r = 0.507$ on the development, and $r = 0.731$ on the test data set is presented. The winners of this challenge [25], reported $r = 0.763$ between the speech signal and corresponding breathing values of the test set. Further, inhalation events are detected from the breathing pattern identified from speech signals in [26]. Motivated by the outstanding performance of state-of-the-art approaches, we explored the use of these breathing patterns for detection of COVID-19 cough.

### 3. System Description

As reported in [1] and [7], the breathing patterns are found to be more effective in identifying the bio-markers of COVID-19 in human produced audio. With this motivation, we propose to represent the cough audio signals as breathing patterns and use them for detection of COVID-19 status.

#### 3.1. Methodology Overview

As seen in the Figure 1, we use the UCL-SBM dataset provided in the breathing sub-challenge of the Interspeech 2020 Computational Paralinguistics Challenge (ComParE) [24], to train an encoder model which predicts breathing patterns of an incoming audio signal. This pre-trained encoder is further used to predict the breathing patterns of the cough audio signals shared in the Track 1 of the DiCOVA challenge [13]. These cough-breathing patterns are then used as feature vectors to train a decoder model. The decoder decodes the COVID-19 status from cough-breathing patterns.

#### 3.2. Pre-processing

The breathing sub-challenge dataset comprises of spontaneous speech recordings of 49 English speakers, with 16kHz sampling rate. The speakers had a respiratory belt attached to capture their linear voltage readings corresponding to the changes in thoracic circumference associated with the respiration. The breathing voltage readings are 6000 normalised values for a duration of 4 minutes per speaker, which corresponds to 25 samples per second or a reading for every 40 msec duration. To establish a correlation with the given breathing patterns, a time domain feature vector of 27 features is extracted for every 40 msec frame of the speech signal. The speech signals are down-sampled to 8 kHz sampling rate, with single channel, 16-bit sample size to extract these features. Figure 3 and Section 3.3 explains the procedure to extract features.

DiCOVA challenge Track 1 and 2 provides imbalanced datasets in five folds. Each fold in Track 1 has 772 COVID-19 negative and 50 COVID-19 positive cough audio samples. In Track 2, each fold consists of counting normal, breathing, and

<table>
<thead>
<tr>
<th>Group Name</th>
<th>Mode</th>
<th>COVID-19 subjects’ count</th>
<th>Features &amp; ML Techniques</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cambridge [1]</td>
<td>S, B, C</td>
<td>235</td>
<td>MFCC with SVM, LR</td>
<td>0.8 AUC</td>
</tr>
<tr>
<td>Coswara [14]</td>
<td>S, B, C</td>
<td>104</td>
<td>MFCC with CNN, SVM</td>
<td>Sensitivity 0.77</td>
</tr>
<tr>
<td>Cough4ID [15]</td>
<td>C</td>
<td>632</td>
<td>MFCC with CNN</td>
<td>98% Accuracy</td>
</tr>
<tr>
<td>AHCOVID [2]</td>
<td>C</td>
<td>70</td>
<td>MFCC with CNN</td>
<td>0.31 Specificity at 0.9 Sensitivity</td>
</tr>
<tr>
<td>MIT [3]</td>
<td>C</td>
<td>2600</td>
<td>Spectrogram with CNN</td>
<td>88% Accuracy</td>
</tr>
<tr>
<td>VoiceMed [6]</td>
<td>C</td>
<td>165</td>
<td>MFCC with CNN</td>
<td>70% Accuracy</td>
</tr>
<tr>
<td>Voca [10]</td>
<td>S</td>
<td>30</td>
<td>VFO with CNN</td>
<td>0.9 AUC</td>
</tr>
</tbody>
</table>

1https://www.covid-19-sounds.org/en
3.3. Feature Description

Figure 3 explains the steps for extracting 27 time-domain features from the speech signal to train the encoder. As seen in the Figure, Zero Crossing Rate (ZCR), skewness, and kurtosis are extracted from 40 msec frames, and Time Domain Difference Features (TDDF) [27], Root Mean Square (RMS), and frame autocorrelation are extracted for every 20 msec frame of the speech. These TDDFs from 20 msec frame are concatenated and an average is calculated for RMS and autocorrelation.

3.4. Classifier Description

The encoder uses a stacked Bi-directional Long Short Time Memory (Bi-LSTM) architecture to encode the speech signals into breathing patterns. The encoder architecture is as shown in Figure 2. The deep network uses a batch size of 250, and has a skip connection after three layers. The ‘tanh’ activation at the output layer gives breathing values in the range of \(-1\) to \(1\).

We explored and present here the details of the two decoder architectures as shown in Figure 2. Decoder 1 uses a dense layer with ‘sigmoid’ activation and converts the range for breathing values into \([0, 1]\). An attention layer identifies the significant breathing values using ‘tanh’ and ‘sigmoid’ layers outcome. The last layer is again a sigmoid activation which acts as a classifier to detect the (binary) COVID-19 status. Decoder 2 has a ‘leaky-ReLU’ (Rectified Linear Unit) activation at the input layer and uses a 1-dimensional convolution layer (Conv1D) along with stacked attention and LSTM layers. In this Decoder 2 network, we pass the training samples with COVID-19 positive status as query to the first attention layer. Also, dropout factor of 0.4 is used with the attention and Conv1D layers to avoid overfitting.

4. Results and Conclusion

At the output of the encoder, the Pearson correlation of true values with the predicted values is obtained, where we receive an \(r\) value of 0.47 on the develop set. With further observation, it is found that 4 out of 16 develop set files are having a correlation below 0.3, while another 12 had an \(r\) value above 0.5, giving an average of 0.57 for the \(r\) value while calculating for every file (or speaker), thus showing a drop of 0.1 for the entire data-set.
4.1. Track 1 Results

The breathing parameters of the cough audio signals are passed as an input feature vector of length 250 to the decoder. As shown in Figure 2, we explored two different decoder architectures. The result obtained with the Decoder 1 network is submitted at the DiCOVA challenge, in which we achieved an AUC of 64.4% on the validation set and an AUC of 47.2% on the validation set of the Track 1 data. With Decoder 2, a further complex attention network, we obtain an absolute improvement of 10% on the validation set from 47.2% to 57.4% AUC\(^6\). For the Track 1 evaluation set, using Decoder 1, the model gives an average specificity of 40.1 at the sensitivity of 80.4. We made two more submissions to the DiCOVA challenge – Track 1 evaluation set. In the first submission, we trained a RandomForest classifier using the breathing patterns extracted from speech signals. It gave an average AUC of 69.11% on the validation set, however, a lesser AUC of 60.66% on the evaluation set.

In the second submission, MFCCs gave an average AUC of 53.84% on the validation set and an AUC of 55.12% on the evaluation set of Track 1 using Decoder 1 network. With Decoder 2 network, MFCCs give an average AUC of 51.4% on validation set Track 1. As seen in Table 2, breathing features give an absolute improvement of 6% over MFCCs using Decoder 2. Combining the two feature sets further improve the result to 57.2% and 61.1% using Decoder 1 and Decoder 2 network respectively.

4.2. Track 2 Results

We have also evaluated this system’s performance on the Track 2 dataset. With the same encoder-decoder (Decoder 1) architecture, average AUC on the five folds of Track 2 validation and evaluation sets are as shown in Figure 4. As seen for both validation and evaluation sets, breathing features extracted from counting and vowel-e audio signals are performing better than that from the breathing audio signals. This seems to be a corollary of using breathing features extracted from speech signals for training the decoder. With the complex attention based decoder network (Decoder 2) mentioned in Section 4.1, we could not find major improvement in the Track 2 results. On comparing the performance exhibited by MFCCs on this dataset, using Decoder 1 network, it is seen that again breathing features perform better with an absolute improvement of 2% for vowel-e data. In case of counting-normal data, both MFCCs and breathing features, have similar performance. MFCCs are found to perform better than breathing features for breathing audio data with an absolute improvement of 12% on the evaluation set. The feature set combining MFCCs and breathing features, improves the performance across all the modalities.

4.3. Conclusion and Future Work

The work presented in this paper introduces the concept of encoding speech audio signals into breathing patterns. Further, these breathing patterns are used for identification of COVID-19 bio-markers. This is a preliminary attempt to examine the significance of breathing-pattern representation of an audio signal for one of the many possible applications. It is seen that the breathing features outperform MFCCs for cough and vowel-e audio data. In case of counting, both have similar results. In case of breathing audio data, MFCCs are found to perform better. However, the feature set combining both the features throughout performs better than the individual feature set. We encourage researchers to augment this concept with recent deep learning techniques to accomplish better results for speech analysis based applications including detection of COVID-19.

With the availability of more COVID-19 positive data, we would like to augment the dataset and observe its performance. Also, a better performing encoder as reported in [25] can be used to analyse the impact of better correlated breathing patterns on the detection accuracy of COVID-19 positive cough, speech, and breath signals. The early and late fusion techniques can also be tried to uplift the performance. Overall, we find some value in using a pre-trained breathing model, yet, future work will need to combine it elegantly with other modelling.
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\(^6\)Note that this result was obtained after the challenge’s closure of deadline.
6. References


