Speed up training with variable length inputs by efficient batching strategies
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Abstract

In the model training with neural networks, although the model performance is always the first priority to optimize, training efficiency also plays an important role in model deployment. There are many ways to speed up training with minimal performance loss, such as training with more GPUs, or with mixed precisions, optimizing training parameters, or making features more compact but more representable. Since mini-batch training is now the go-to approach for many machine learning tasks, minimizing the zero-padding to incorporate samples of different lengths into one batch, is an alternative approach to save training time. Here we propose a batching strategy based on semi-sorted samples, with dynamic batch sizes and batch randomization. By replacing the random batching with the proposed batching strategies, it saves more than 40% training time without compromising performance in training seq2seq neural text-to-speech models based on the Tacotron framework. We also compare it with two other batching strategies and show it performs similarly in terms of saving time and maintaining performance, but with a simpler concept and a smoother tuning parameter to balance between zero-padding and randomness level.
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1. Introduction

One of the biggest problems in model training is to achieve acceptable model performance within reasonable training time. Balancing between model performance and training efficiency is the main factor to determine whether or not a training scheme is deployable. One can speed up training by utilizing multiple computing resources, such as GPUs, either locally or on the cloud. For example, using 128 GPUs, Yaroslav et al. reduced the ImageNet training time from 2 weeks to 18 minutes and also trained the state-of-the-art Transformer-XL [1] in 2 weeks rather than 4 years [2]. If the physical resources cannot be upgraded further, one can improve efficiency via mix-precision training [3], e.g., halve the floating data precision from fp32 to fp16, to halve the training time [4]. Besides, by tuning the training hyper-parameters, such as learning rate, batch size, momentum, or weight decay, etc., one can optimize the training and reach convergence faster [5, 6]. Furthermore, data engineering opens another door to accelerate training. On one hand, it can be as simple as data sampling, balancing, or feature optimization via discriminative transform. On the other hand, it can be achieved by various comprehensive approaches [7, 8].

Based on the number of data samples feed-in per step, the training schemes can be divided into full batch, mini-batch and online training. Mini-batch training is the most common approach for most large-size trainings, since full batch training usually hits the memory ceiling quickly, while online training takes only one sample at a time which very slow [9]. For training tasks with sequential data, such as Automatic Speech Recognition (ASR) [10, 11], Text-to-Speech (TTS) [12, 13] and Neural Machine Translation (NMT) [14], samples within the same mini-batch are usually not at the same length.Appending zeros to the shorter samples and making them as long as the longest one, so-called zero-padding, is a standard way to uniformize data for efficient batch-level training.

Here, an obvious approach to improve training efficiency is to sort samples by length before batching, to reduce the overall zero-padding rate. However, strict sorting removes most of the data randomness, which may hurt model training [15]. Morishita et al. conducted comprehensive studies on various mini-batch creation strategies for NMT and concluded that batching strategy has a large effect on NMT training and some length-based sorting strategies do not always perform as well as simple shuffling [16]. Similar conclusions might be extended to other sequential machine learning frameworks. To the best of the authors’ knowledge, the effort of implementing batching strategies to reduce zero-padding and hence the training time relies on some kinds of sorting to reduce the data randomness. It is the trade-off between training time and randomness, where the latter is associated with model performance. However, at some point, good batching strategies can achieve much faster training with minor or no performance loss.

In this paper, we propose a Semi-Sorted Batching (SSB) strategy which perturbs the sample length by adding a random noise when sorting, so the samples to be batched are not strictly sorted. With this approach, the Zero-Padding Rate (ZPR) can still be reduced toward the ZPR of strictly sorted batching, saving total data size and training time, while maintaining a reduced level of sample randomness. This proposed batching strategy is implemented in training Tacotron-based Text-to-Speech (TTS) models based on the NVIDIA recipe [17]. It is also compared with other batching strategies, such as bucket batching [18] and alternated-sorting batching [19], w.r.t. training efficiency and model performance. To further speed up the training, batch sizes are dynamically extended for the batches with shorter batch length, so the batch capacity (i.e. batch size × batch length) is relatively constant to fully utilize memory. Implementation code is available at: https://github.com/zge/tacotron2-batching.

The following sections firstly describe SSB by example (Sec. 2); secondly briefly introduce two referenced batching strategies, i.e. bucket batching and alternated-sorting batching (Sec. 3); third, demonstrate batching with dynamic batch sizes (Sec. 4) and other batching operations (Sec. 5); then, discuss the experimental setup for efficiency and model performance evaluation, results and conclusions (Sec. 6), and finally summarize the paper in Sec. 7.

2. Semi-sorted Batching

In mini-batch training with samples of variable length, random batching with fixed batch length is the most common batching strategy. It shuffles samples every epoch, so the batches
from one epoch to another are different. Given a batch of size $B$, containing samples of length $x_1, x_2, \ldots, x_i, \ldots, x_B$, its Zero-Padding Rate (ZPR) is:

$$\text{ZPR} = 1 - \frac{x_i}{\max x_i} = 1 - \frac{\sum_{i=1}^{B} x_i}{B \cdot \max x_i}. \quad (1)$$

In sorted batching, the samples are sorted by length before batching and the batches between various epochs are the same. Here since the variance of sample length is greatly reduced, so as the ZPR. It takes a much shorter training time per epoch, but the sample randomness is also completely removed, which eventually results in an inferior optimal even counted in the additional epochs trained during the time saved by efficient batching, compared to the random batch training.

Compared with sorted batching, the proposed Semi-Sorted Batching (SSB) perturbs sample lengths by adding a pseudo variable uniformly distributed with in $(-a/2, a/2)$, where $a$ is a bound determined by the difference between lower and upper bound of sample lengths and a Local Randomization Factor (LRF) $r \in [0, \infty)$:

$$x_i' = x_i + \epsilon_i, \quad \text{where} \quad \epsilon_i \sim \mathcal{U}(-a/2, a/2), \quad a = (\max x_i - \min x_i) \cdot r. \quad (2)$$

$$\text{Alt.-sorting} : \text{#bins}=58$$

$$\text{Bucket} : \text{bucket-size} = 1024, [16, 10480]$$

$$\text{Alt.-sorting} : \text{#bins}=[58, [1, 655]]$$

$$\text{ZPR}_{\text{SSB}} \leq \text{ZPR}_{\text{RAND}}$$

Let the max sample length in $j$-th batch as batch length $L_j$, and if the whole dataset contains $M$ batches with fixed batch size $B$, the average batch length (ABL) $\bar{L} = \sum_{j=1}^{M} L_j / M$. Fig. 1 also shows ABL, which is positively correlated with the ZPR when replacing random batching with sorted or semi-sorted batching.

### 3. Referenced Batching Strategies

Here, we also investigate the other two batching strategies. The first one is bucket batching, which is borrowed from TensorFlow’s sequence training example, and implemented in MXNet [20]. It sorts samples and divides them into multiple buckets. The samples are randomly drawn from the same bucket to construct a batch, so the variance of sample length is lower than random batching but still maintains randomness. The bucket size is better but optional to be multiples of batch size, to avoid sample drop in the same bucket.

Instead of the “sort and divide” approach in bucket batching, another referenced batching uses a “divide and sort” approach, so-called alternated sorting [19]. It first divides randomly ordered samples into bins, and then sorts samples in odd bins ascendingly and in even bins descendingly. The ascending and descending alternated sorting is to avoid sample length “jump” on the boundaries of bins.

Similar to SSB, the randomness of the bucket and alternated-sorting batching are also between random and sorted batching. By selecting the right parameter, it controls how much randomness to keep. In our case, 10480 samples are selected from the LJSpeech TTS corpus as the training set. Given batch size $B = 16$, the bucket size can be as small as batch size (i.e. each bucket contains one batch only), so it is similar to sorted batching. It can also be a large as sample size (i.e. only one bucket for the whole training set), so it is similar to random batching. For alternated-sorting batching, the number of bins can be as small as 1 (i.e. all samples are inside one bin), so it is similar to sorted batching, or as large as 655 (sample size / batch size, i.e. 1 batch/bin), so it is similar to random batching.

### 4. Dynamic Batch Sizes

To further improve training efficiency, we can expand batch size for the batches with shorter batch lengths. Denote $B_0$ as the original (base) batch size and $B_i$ as the batch size with additional $i$ samples. Given $I_{\text{max}}$ is the batch length of the longest batch, increment $B_i$ until $B_i L_i \leq B_0I_{\text{max}} < B_{i+1}L_{i+1}$, where $L_i$ and $I_{i+1}$ are the batch lengths for the batches of size $B_i$ and $B_{i+1}$, respectively. As shown in Fig. 3, since every batch in random batching has batch length already close to $I_{\text{max}}$, the room to expand batch size is limited. However, for sorted and semi-sorted batching, the batch size can be expanded much further. For example in the LJSpeech training set, the number of batches reduces from 655 to 606/449/419 for random, semi-sorted, and sorted batching, due to batch size expan-
Fig. 2: Parameter selection to make Zero-Padding Rate (ZPR) & Avg. Batch Length (ABL) in 3 batching strategies consistent

Fig. 3: Example of random (a), sorted (b), and semi-sorted (c) batching, 48 samples with dynamic batch sizes

Dataset contains 13100 clips with close to 24 hours total duration. The training and validation set is randomly split with an 80:20 ratio (10480 vs. 2620). The feature used to train the Tacotron TTS model is mel-spectrogram, with 50ms frames and 12.5ms frame shift (same feature as used in the original Tacotron [12]).

Training experiments with various batching strategies are:
1. baseline: random batching (RAND)
2. evaluation of the proposed and referenced batching methods: SB with BR (SB-BR); SSB with BR (SSB-BR); bucket batching with BR (BKT-BR); alternating-sorted batching with BR (ATS-BR)
3. evaluation of the proposed batching with dynamic batch sizes (DBS): SSB with DBS & BR (SSB-DBS-BR)
4. evaluation of batch randomization (BR) by disabling BR: SB; SSB; SB-DBS; SSB-DBS.

These experiments are run to evaluate two types of metrics only: 1) training time (min.) per epoch; 2) validation loss to measure the model performance. The goal is to find better than random batching, which can save training time and maintain a similar performance.

Mean Square Error (MSE) loss tends to be higher when using batching with fewer zero-paddings. It poses a disadvantage to sorted and semi-sorted batching, when comparing with random batching w.r.t. the validation loss. To avoid the allusion, random batching is used for the validation set across all experiments, to make the validation losses of various models apple-to-apple comparable.

All experiments run on a computer, equipped with Intel Xeon CPU E5-1650 v4@3.60GHz, and 2 GeForce GTX 1080.
GPUs, with following fixed configurations: 1) base batch size 16 (for DBS, batch size ≥ 16); 2) single GPU; 3) 32-bit precision floating point format; 4) prepare new training set per epoch; 5) initial random seed 0 and +1 per epoch. We use simple settings, so the experiments could focus only on evaluating batching strategies.

Table 2: Efficiency (min./epoch) and performance metrics (validation losses) for all evaluated batching evaluation experiments

<table>
<thead>
<tr>
<th>Batching</th>
<th>ZPR%</th>
<th>ABL</th>
<th>min./ep.</th>
<th>VL&lt;sub&gt;1&lt;/sub&gt;</th>
<th>VL&lt;sub&gt;2&lt;/sub&gt;</th>
<th>VL&lt;sub&gt;3&lt;/sub&gt;</th>
<th>VL&lt;sub&gt;avg&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAND</td>
<td>32.02</td>
<td>773.82</td>
<td>32.82</td>
<td>0.340</td>
<td>0.323</td>
<td>0.312</td>
<td>0.325</td>
</tr>
<tr>
<td>SB-BR</td>
<td>0.16</td>
<td>526.43</td>
<td>20.82</td>
<td>0.342</td>
<td>0.327</td>
<td>0.325</td>
<td>0.329</td>
</tr>
<tr>
<td>SSB-BR</td>
<td>6.22</td>
<td>556.22</td>
<td>22.98</td>
<td>0.356</td>
<td>0.329</td>
<td>0.318</td>
<td>0.332</td>
</tr>
<tr>
<td>BKT-BR</td>
<td>6.10</td>
<td>553.40</td>
<td>22.70</td>
<td>0.348</td>
<td>0.327</td>
<td>0.322</td>
<td>0.331</td>
</tr>
<tr>
<td>ATS-BR</td>
<td>6.08</td>
<td>552.48</td>
<td>22.68</td>
<td>0.355</td>
<td>0.328</td>
<td>0.316</td>
<td>0.331</td>
</tr>
<tr>
<td>SB</td>
<td>0.16</td>
<td>526.43</td>
<td>21.67</td>
<td>0.401</td>
<td>0.391</td>
<td>0.385</td>
<td>0.388</td>
</tr>
<tr>
<td>SSB</td>
<td>6.22</td>
<td>556.22</td>
<td>23.06</td>
<td>0.394</td>
<td>0.373</td>
<td>0.359</td>
<td>0.378</td>
</tr>
<tr>
<td>SB-DBS</td>
<td>0.47</td>
<td>527.15</td>
<td>17.58</td>
<td>0.367</td>
<td>0.341</td>
<td>0.330</td>
<td>0.347</td>
</tr>
<tr>
<td>SSB-DBS-BR</td>
<td>6.62</td>
<td>557.68</td>
<td>19.39</td>
<td>0.346</td>
<td>0.329</td>
<td>0.326</td>
<td>0.330</td>
</tr>
<tr>
<td>SSB-BR</td>
<td>6.62</td>
<td>557.68</td>
<td>19.28</td>
<td>0.339</td>
<td>0.320</td>
<td>0.309</td>
<td>0.322</td>
</tr>
</tbody>
</table>

VL<sub>1, 2, 3</sub> are the smoothed validation loss at ep. 100, 160, 220 (early, middle, late stages), and VL<sub>avg</sub> is the avg. VL between ep. 100~220.

Fig. 4: Validation loss from early to late stage of training for selected batching strategies

Table 2 listed the training time and the smoothed validation losses at various stages in training for all evaluated batching strategies. Models are validated every 2 epochs. Since the validation loss curve is noisy, values at 3 stages (early at epoch 100, middle at epoch 160, and late at epoch 220) are smoothed with previous and next losses, and listed in columns 5-7 in Table 2. To ensure visibility, only the validation losses for random, sorted, and semi-sorted batching are further shown in Fig. 4.

Training efficiency wise min./epoch per epoch in Table 2, time reduction rates by switching random batching to one of the sorted and semi-sorted batching strategies are shown in Table 3. SSB save 40%+ training time with DBS. The percentages of time-saving for BKT and ATS are similar to SSB. When comparing SB, SSB, SSB-DBS with or without BR, we found by enabling BR, though it costs extra time to perform BR itself, the training time per epoch is slightly shorter than its counterpart without BR, which might be due to the better memory allocation.

Table 3: Training time reduction in min./epoch. (and reduction rate) by switching RAND to one of the following batching strategies

<table>
<thead>
<tr>
<th></th>
<th>SSB-BR</th>
<th>SB-BR</th>
<th>SSB-DBS-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.84</td>
<td>12.00</td>
<td>13.54</td>
<td>14.25%</td>
</tr>
</tbody>
</table>

Several conclusions can be drawn based on the model performance w.r.t. validation loss in Table 2 (mainly VL<sub>3</sub> & VL<sub>avg</sub> columns).

1. SSB-BR performs similarly to BKT-BR and ATS-BR. However, rather than the two-fold approaches in bucket batching (“sort and divide”) and alternated-sorting batching (“divide and sort”), semi-sorted batching is one-fold by adding random noise in sort. Tuning LRF in SSB results in a smooth curve of ZPR, to easily control the randomness level to be reserved (Fig. 2(a)).

2. The proposed and referenced batching strategies including {SSB, BKT, ATS}-BR cannot perform as good as RAND, but considering the training time saved, they can potentially achieve better performance than RAND, within the same amount of time, therefore still worthwhile to try.

3. After enabling DBS, SSB-DBS-BR surpass RAND, so it facilitates faster training and better performance within the same number of epochs.

4. SSB is better than SB at a lower randomness level, it is less important once DBS and BR are enabled (part 1 in Table 4).

5. BR and DBS both improves performance especially when the randomness is low. It may be due to the extra randomness from BR and better data distribution from DBS (same dataloader instead of the same number of samples per batch). They compensate each other as the randomness increases (part 2 & 3 in Table 4).

Table 4: A/B comparisons based on VL<sub>3</sub> in Table 2

| From   | To     | Reduction%
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VL&lt;sub&gt;3&lt;/sub&gt;</td>
<td></td>
</tr>
<tr>
<td>Part 1:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SB</td>
<td>0.385</td>
<td>SSB</td>
</tr>
<tr>
<td>SB-BR</td>
<td>0.325</td>
<td>SSB-BR</td>
</tr>
<tr>
<td>SB-DBS</td>
<td>0.330</td>
<td>SSB-DBS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part 2:</td>
<td>with or without BR</td>
<td></td>
</tr>
<tr>
<td>SB</td>
<td>0.385</td>
<td>SB-BR</td>
</tr>
<tr>
<td>SSB</td>
<td>0.359</td>
<td>SSB-BR</td>
</tr>
<tr>
<td>SSB-DBS</td>
<td>0.326</td>
<td>SSB-DBS-BR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part 3:</td>
<td>with or without DBS</td>
<td></td>
</tr>
<tr>
<td>SB</td>
<td>0.385</td>
<td>SSB-DBS</td>
</tr>
<tr>
<td>SSB</td>
<td>0.359</td>
<td>SSB-DBS-BR</td>
</tr>
<tr>
<td>SSB-BR</td>
<td>0.318</td>
<td>SSB-DBS-BR</td>
</tr>
</tbody>
</table>

The human-based Mean Opinion Score (MOS) is another important metric to show the goodness of the trained TTS models, which would be evaluated in the future.

7. Summary

In this paper, we proposed a novel semi-sorted batching algorithm along with other batching techniques, such as dynamic batch sizes and batch randomization. It significantly reduced the computational cost in training the Tacotron-based TTS recipe. Compared with other batching strategies, such as bucket and alternated-sorting batching, the proposed semi-sorted batching achieved similar efficiency and performance, with a simpler concept and a parameter of smoother randomness level tuning. Combining with other batching techniques, such as dynamic batch sizes and batch randomization, the finalized batching strategy (i.e. SSB-DBS-BR) achieved 40%+ training time saving and also slightly better model performance within the same number of epochs. Then, the benefits of converting SB to SSB, enabling BR and DBS are further investigated. It is shown batching techniques to trade off zero-padding with randomness are useful in most cases.
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