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Abstract
We investigate the problem of automatically identifying and ex-
tracting laughter from audio files in noisy environments. We
conduct an empirical evaluation of several machine learning mod-
els using audio data of varying sound quality, finding that while
previously published methods work relatively well in controlled
environments, performance drops precipitously in real-world set-
tings with background noise. In the process, we contribute a new
dataset of laughter annotations on top of the existing AudioSet
corpus, with precise segmentations for the start and end points of
each laugh, and we present a new approach to laughter detection
that performs comparatively well in uncontrolled environments.
We discuss the utility of our approach as well as the importance
of understanding the variability of model performance in a range
of real-world testing environments.
Index Terms: Laughter, Annotation, Sound Event Detection,
Paralinguistics, Nonverbal Communication

1. Introduction
Laughter is a fundamental human expression. It pervades our
everyday auditory experiences, whether at a family dinner, a
work meeting, a comedy club, or in conversation with a digital
assistant like Alexa or Siri. Laughter can convey a range of
emotions, but for the most part, it is associated with positive
affect such as joy, happiness, amusement, and relief. While
laughter is ubiquitous, we do not often know when, why, how
much, or with whom we laugh.

Still, recognizing, measuring, and analyzing such laughter
plays a role within a diverse range of research communities. In
speech and language processing, laughter is employed in sys-
tems for speaker diarization [1], for affect recognition [2], and
as a signal for studying social, cultural, linguistic, and rhetorical
communication styles [3]. In developmental psychology, when
and how laughter takes place can help us better understand the
ways in which children with Autism Spectrum Disorder, Down
syndrome, or Angelman syndrome relate to the people around
them [4, 5]. In computer graphics, laughter provides a mecha-
nism for editors or viewers to navigate through existing media
in order to find climactic scenes or special moments [6]. In HCI,
recent work argues for laughter as a rich source for reflecting
on how we feel about or understand our everyday life activities
[7, 8].

Despite the significance of laughter as an object of study
in many different contexts across disciplines, recent research
suggests that published approaches to automatically detecting
laughter from audio perform poorly in real world acoustic envi-
ronments. In particular, Ryokai et al. [7], who applied automatic
laughter detection to mobile phone recordings made by research
participants during their day-to-day activities, found that while
the detection worked well in quiet environments, noisier record-
ings yielded many false positives that contained only background

noise. In some recordings, these false positives outweighed the
correctly identified laughter by as much as a factor of 10, calling
into question the practical utility of existing methods for laughter
detection.

This evidence suggests that previous research on automatic
laughter detection may not account for the noisy, in-the-wild
environments in which laughter often happens. Indeed, most
previous work on laughter detection evaluates approaches using
cleanly recorded audio in quiet settings, typically employing the
ICSI meetings database [9], which was recorded in a conference
room with a microphone for each speaker, or the Switchboard
[10] or SSPNet [11] corpora of telephone conversations. More
often than not, however, laughter takes place in relatively noisy
places where multiple people gather and talk simultaneously
among various other noises (e.g., being at a restaurant or having
a gathering with others). It is rare that a single person laughs in
a completely silent environment by themselves. Perhaps because
of the nature of these datasets, previous work reports that tradi-
tional MFCC-based audio features may be sufficient for laughter
detection [12]; the evidence from Ryokai et al. [7], however,
which finds that existing models produce more false positives
than expected when applied in real world scenarios, suggests
that more investigation is needed.

This observation leads to the focus of this work: an empirical
comparison of the quality of laughter detection methods in both
controlled and uncontrolled environments, and, in the process,
the development of a robust method based on ResNet that per-
forms comparatively well in the presence of background noise.
Our primary contributions in this paper include the following:

• We present a new dataset of laughter annotations on top of
the existing AudioSet [13] corpus of in-the-wild YouTube
videos, with precise segmentations for the start and end
points of each laugh.

• We implement several different machine learning models
for laughter detection and conduct an empirical evaluation
using both clean and noisy audio data.

• We examine laughter as a case study of the challenges in-
volved in recognizing variable-length events when we
face the common yet challenging scenario in which
strongly labeled in-domain training data is not available.

Our annotations, code, and trained models are publicly available
at: https://github.com/jrgillick/laughter-detection.

2. Related work
Researchers in the speech recognition community have explored
methods for laughter detection in audio, often in support of
systems for speaker diarization, which attempt to automati-
cally track who spoke when in a multi-person conversation
[1]. Published approaches to this task use traditional MFCC
and pitch-based features, with the most recent work employing
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fully-connected or convolutional neural networks on top of the
MFCC’s [12, 14]. In this body of work, laughter is treated as
a variable length event, with performance metrics computed at
the frame level. This is equivalent to segment-based metrics
used in the Sound Event Detection literature with short seg-
ments that span a single 10-25 millisecond frame[15]. Though
work over the last few years on many audio detection problems
has demonstrated that features learned from spectrograms using
deep convolutional networks, paired with data augmentation,
significantly outperform previous approaches based on MFCC’s
[16, 17, 18], the audio classification methods established in re-
cent years have yet to be systematically applied to or evaluated
on the problem of laughter detection.

Although laughter is not a primary focus of work on audio
event detection more broadly, some studies consider laughter as
one of a larger list of categories [16, 19]. These works do employ
the most recent machine learning methods, and they occasionally
evaluate in noisy acoustic environments, but unlike the laughter
detection literature, they do not attempt to identify laughter in
a continuous stream of audio as is typical in a conversation.
Instead, they perform multi-class classification on predefined
temporal spans, with all events assumed to have a fixed duration
[16, 19]. AudioSet [13], the dataset used most commonly for
this purpose, provides annotations that only denote whether or
not laughter occurs within a 10-second clip but do not specify
more precisely when it occurs. For the applications that motivate
this research, however, 10 seconds is not granular enough to be
useful in practice, so more precisely annotated data is desirable.

Unlike previous work, we recognize laughter in noisy and
uncontrolled real-life scenes, while at the same time detecting
variable-length event boundaries with fine granularity. This
setting for the detection problem is more challenging but is
important for real-world use cases.

Research within HCI has also explored techniques for detect-
ing laughter or related emotional signals through other modalities
besides audio. Laughter detection might also be attempted, for
example, through cameras trained on facial expressions [20, 21]
or through wearable technology integrated into clothing in order
to track body movements [22, 23, 24]. These kinds of sensing,
however, have proved to be more intrusive and less practical
than passive audio-based sensing using the microphones already
embedded in our mobile phones [7].

3. Data
A primary contribution of this work is evaluating the accuracy
of methods for automatic laughter detection in both controlled
and uncontrolled environments; to do so, we assess accuracy on
two datasets: existing data collected in a controlled environment
(the Switchboard corpus), and naturalistic audio from YouTube,
which we annotate with precise segmentations (AudioSet).

3.1. Switchboard

The Switchboard corpus of telephone conversations contains
a total of about 260 hours of speech from 543 total speakers
[10], captured in 2435 five-minute conversations. In Switch-
board, conversations are finely segmented with annotations for
the beginning and end time of each word, as well as for each
occurrence of laughter. Laughter is annotated in two ways: ei-
ther isolated between words, or combined with a word, as in the
below examples:

• It’s going to be really good [laughter] [silence]...
• Well [laughter-i] [laughter-mean] some of these guys...

The form of these annotations emphasizes the fundamental dif-
ficulty of recognizing laughter—naturally occurring laughter
shows up not only as isolated events, but also intermixed with
our speech (in preliminary experiments, we explored training
models using both isolated and mixed laughter, finding that the
isolated laughter alone performs best).

Of 2435 total conversations, we partition the dataset into
2159 for training, 119 for development, and 157 for testing,
using the same splits as Ryokai et al. [7]. Aggregate statistics
on the timing information across these partitions is summarized
in Table 1.

As with most large annotated datasets for speech recognition,
the data collection process focuses on quiet recording environ-
ments with close microphones, minimal background noise, and
a known set of speakers. Additionally, the conversations here
are limited to two people at a time. We treat this as an example
of a highly controlled environment that allows us to determine
the accuracy of laughter detection methods in idealized settings.

3.2. Audioset Annotation

In order to evaluate models for laughter detection in more re-
alistic recording conditions, we turn to AudioSet, a collection
of YouTube videos recorded in a variety of in-the-wild settings
that have been hand-labeled with more than 500 categories of
sounds [13]. Among those clips, each of which lasts 10 seconds,
5696 are annotated as containing laughter. In this setting, the
voices of the people laughing are unknown, and the laughter
may take place far from the microphone or in the presence of
background noise. The main drawback of AudioSet for laugh-
ter detection is that the data are weakly labeled: we know that
laughter occurs within the 10-second window, but we do not
know where. Switchboard, on the other hand, is referred to as
strongly labeled data because of the precise segmentation of
laughter events (to within a fraction of a second) in the annota-
tions. Because of weak labels in AudioSet, much sound event
detection work on AudioSet only operates at a granularity of 10
seconds. For this reason, AudioSet has not previously been used
to evaluate systems for laughter detection.

To leverage the data in AudioSet for evaluation, we selected
a random sample of 1000 clips from those that were tagged as
containing laughter and manually annotated the start and end
times of laughter events within those clips in a format similar to
that of Switchboard (though without transcribing any speech).
This new test set—a core contribution of our work—contains
148 minutes of audio, including 58 minutes of laughter and 1492
distinct laughter events.

To measure the accuracy of our annotations, a second con-
tributor also annotated a sample of 10% of this data, finding a
95.2% per-frame inter-annotator agreement rate. Because of the
ambiguity inherent in what sounds should be defined as laughter,
the agreement rate is not perfect; still, it suggests a ceiling at
which we can reasonably expect laughter detection models to
perform.

3.3. Negative Examples and Class Balance

In order to assess the effects of background noise, we need to
include sufficient negative examples, or distractors, in our test
set; these negative examples take the form of audio that we
know does not contain the sound of laughter. In Switchboard,
the negative examples consist only of speech or silence, but in
AudioSet, negative examples contain all sorts of environmental
sounds.

The 10-second clips annotated in our AudioSet test data
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consist of 39% laughter (by time), with the other 61% containing
the sounds immediately before or after the sound of laughter.
To better measure false positive rates in different noisy environ-
ments, we supplement these 1000 clips that do contain laughter
with an additional 1000 randomly chosen clips from AudioSet
that do not contain any laughter; we report metrics averaged over
all 2000 of these clips. After including the negative examples,
the test set contains about 20% laughter.

To fairly compare laughter detection performance between
the environments represented in Switchboard and AudioSet, we
subsample the Switchboard conversations in the test set so that
the proportion of laughter (the class balance) in both test sets is
the same. We do this by first choosing context windows around
the annotated laughter events in Switchboard of appropriate
length so as to yield a mix containing 39% laughter, after which
we randomly choose 10 second clips from Switchboard that
do not contain laughter until we have doubled the size of the
Switchboard test set. Table 1 summarizes the annotated data
included in Switchboard and AudioSet.

Table 1: Laughter statistics annotated in Switchboard (SWB)
and AudioSet (AS) datasets.

Data Partition Laugh Events Laugh Minutes

SWB: Train 22,490 289
SWB: Validation 876 9
SWB: Test 1,119 12

AS: Test 1,492 58

3.4. Training Data

Although our newly annotated test data is sourced from Au-
dioSet, we do not have access to similarly annotated training
data from AudioSet; rather, we are interested in exploring the
common scenario in which there is no strongly labeled in-domain
training data available, which could apply to any other sound
category in AudioSet. Given this limitation, we can train on
either: (1) clean (out of domain) but strongly labeled data (SLD)
from Switchboard, or (2) in-the-wild (in-domain) but weakly
labeled data (WLD) from AudioSet. Setting aside the 1000 clips
in the test data that we have annotated, we can extrapolate from
Table 1 to estimate that the remaining 4696 clips in AudioSet
contain laughter sounds totaling a comparable amount to that in
the Switchboard training set; this means that we have roughly
the same amount of training data in each scenario.

Working with weakly labeled training data is an open area
of research that remains difficult in most settings, but largely
because of the existence of weak labels in influential datasets
like AudioSet, it has become common for sound event detection
systems to still attempt predictions over shorter time-spans (e.g.
1 second rather than 10 seconds). Typically this is done by
splitting the 10 seconds into smaller chunks and training with
mean or max pooling, or simply by applying the weak labels
directly to these shorter chunks and tolerating some noise in the
training labels [25].

In experiments, we explore both options: first, training on
Switchboard so that we can take advantage of strongly labeled
(finely segmented) data, and second, training on AudioSet with
noisy labels so that we can take advantage of in-domain data.
Besides these tradeoffs regarding the data and labels, we keep
the rest of training procedure the same, using the same model
architectures, data augmentations, and pre-processing choices.

4. Models
To explore the performance of different models on the datasets
described above, we compare three different methods for auto-
matic laughter detection: a baseline feed-forward neural network
with engineered features, a ResNet model on spectogram data,
and a ResNet model augmented with data transformations. Fol-
lowing previous work [7, 14], we make predictions centered
at every frame using a sliding window that contains a total of
1 second of surrounding audio as context. We use the default
frame rate of 43.1 fps as implemented in the Librosa library
[26], which we found to perform slightly better than the 100 fps
used in previous models for laughter detection [7]. Following
the conventions in the Sound Event Detection literature, if a
center frame falls within the annotated event boundaries, it is
considered a positive example; if the center frame is outside the
boundaries, it is considered a negative example [15]. Because
Switchboard’s audio is provided at a sample rate of 8000hz, we
downsample the AudioSet data to 8000hz for consistency. All
models are trained using Pytorch [27] for 100,000 steps with a
batch size of 32.

4.1. Baseline

As a baseline, we use the feed-forward neural network laughter
detection model from Ryokai et al. [7] This model is the most
recently published example that is representative of existing
approaches for laughter detection, which use neural networks
on top of traditional audio features like MFCC’s. We use the
same features (39 MFCC and delta features) and the same 3-
layer feedforward network architecture. For consistency with
our other models proposed here, we use one second of context
(rather than 0.75 seconds) of audio to make a prediction for a
given point in time.

4.2. ResNet

The second model we examine is an adaptation of ResNet-18
[28] for binary audio classification, using 128-dimensional mel
spectrograms as features. One hypothesis for why this model
should perform better on noisy data is that the features learned
through the many levels of representation in ResNet are more
specific to the sound of laughter than the traditional features in
the baseline model; models learning from MFCC’s may rely
on exploiting surface-level characteristics of sound, which can
lead to errors when those same characteristics occur by chance
in background noise. Using the Switchboard training data, we
experimented with various hyperparameters and network sizes
before choosing the settings that gave the best results on the
Switchboard validation data to apply to our test datasets.

4.3. ResNet with Data Augmentation

For our third model, we keep the same ResNet architecture but
add several forms of data augmentation during training, includ-
ing mixing in different background ambiences with a varying sig-
nal to noise ratio, masking sections of the input spectrogram with
SpecAugment [29], and applying pitch-shifting, time-stretching,
and artificial reverberation. Pitch-shift and time-stretch aug-
mentations are implemented using the Librosa library [26], and
artificial reverberation is implemented following the convolution-
based method from Ravanelli et al. [30]. These augmentations
are applied on the fly during training to each 1-second window
of audio, with settings for every augmentation chosen randomly
from a range of possible values. By applying these augmen-
tations, we increase the size of the training data by artificially
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Train on Switchboard (SLD) Results on Switchboard Test Data Results on AudioSet Test Data

PRECISION RECALL F1 PRECISION RECALL F1
Baseline 0.634 (±0.025) 0.752 (±0.023) 0.688 (±0.016) 0.224 (±0.016) 0.901 (±0.014) 0.359 (±0.021)
ResNet 0.677 (±0.022) 0.830 (±0.019) 0.747 (±0.017) 0.464 (±0.020) 0.748 (±0.018) 0.573 (±0.018)
ResNet + Augmentation 0.676 (±0.022) 0.847 (±0.018) 0.752 (±0.016) 0.508 (±0.020) 0.759 (±0.017) 0.608 (±0.015)

Train on AudioSet (WLD)
Baseline 0.300 (±0.024) 0.765 (±0.026) 0.430 (±0.026) 0.372 (±0.019) 0.856 (±0.019) 0.519 (±0.019)
ResNet 0.439 (±0.036) 0.710 (±0.028) 0.542 (±0.030) 0.371 (±0.017) 0.928 (±0.012) 0.530 (±0.018)
ResNet + Augmentation 0.468 (±0.027) 0.700 (±0.025) 0.563 (±0.023) 0.385 (±0.018) 0.925 (±0.015) 0.545 (±0.018)

Table 2: Laughter detection performance on Switchboard and AudioSet, with 95% bootstrap confidence intervals. Segment-based
metrics are reported per frame for Precision, Recall, and F1 scores. SLD and WLD refer to strongly and weakly labeled data.

adjusting sounds as well as synthetically placing them into a
variety of environments with different background noises and
spatial characteristics. In addition to increasing the size of the
training data and functioning as a regularizer, these kinds of aug-
mentations have shown to be important for speech recognition
in noisy environments [30].

5. Results and Discussion
Because laughter is a variable-length event and many of our
motivating applications are concerned with capturing the entirety
of a laughter event rather than just counting the total number
of events, we use segment-based metrics [15], with segments
defined in this case as individual frames lasting 23 milliseconds,
to calculate precision, recall, and F1 scores. Table 2 summarizes
these results.

5.1. Evaluating in Controlled Environments: Switchboard

As the Switchboard section at the top of Table 2 illustrates, the
baseline method of a featurized feed-forward neural network
used in previous work achieves an F-Score of 0.69 on the clean
environment of Switchboard; this model is substantially outper-
formed even in this environment by ResNet models that operate
directly on the underlying spectogram, which achieve an F-Score
of 0.75. In this environment, however, training with data aug-
mentation does not lead to a significant increase in performance.
Finally, as expected, training on the weakly labeled AudioSet
data leads to much worse results here when evaluating in the
clean Switchboard environment.

5.2. Evaluating in Uncontrolled Environments: AudioSet

Comparing the AudioSet and Switchboard sections of Table 2,
we can see that results drop significantly across these two differ-
ent recording environments: while our baseline model trained
on Switchboard yields an F-score of 0.688 when evaluated on
test data from that domain, this performance falls dramatically
to 0.359 when evaluated on our newly annotated AudioSet data.
This accords with the findings from Ryokai et al. [7]: a model
trained on clean data (here, Switchboard) will generally perform
worse when analyzing data in a noisy environment (here, Au-
dioSet). This drastic difference highlights the value of investing
annotation resources toward test data from uncontrolled and
noisy environments. The model that has the best performance
here is again ResNet augmented with data transformations; while
this model does degrade in performance compared to evaluating
on Switchboard, it suffers a less precipitous drop, achieving an
overall F-score of 0.608, and yields a substantial absolute im-
provement of 0.249 points over the baseline model on this data.
In this setting, the data augmentation does make a difference,

providing a boost of more than 3 absolute points over the same
ResNet model without augmentation.

5.3. Training on Weakly Labeled Data

By training separate versions of each model on both datasets,
we can compare in this context the relative benefits of training
on in-domain but weakly labeled data (AudioSet) against out-
of-domain strongly labeled data (Switchboard). The results in
Table 2 show that while the the weakly labeled data approach is
reasonable, reaching an F-score of 0.545, within 6 points of the
best performing model, training with strongly labeled data, even
if it is out-of-domain, works best for laughter detection. This
result is not evident here without our new annotations, again
highlighting the need for continued investment in annotations
for our test data that are both finely segmented and in-domain.
While laughter is just one of hundreds of sound categories in
AudioSet, our results suggest that when we want to study any of
these sounds in depth, we should choose our evaluation scenarios
carefully.

The more challenging evaluation dataset that we collect in
this paper shows that much room for improvement still remains
for detecting laughter in noisy real-world settings. In the ab-
sence of additional annotated data for training, leveraging the
remaining AudioSet data or other weakly labeled corpora for
semi-supervised learning offers one potential path forward.

6. Conclusion
Human laughter happens in noisy and lived environments. In
an effort to build an automatic laughter detection system, we
encountered the not-so-uncommon gap between theory and prac-
tice, a mismatch between clean training data and messy test data.
To mitigate the disparity in performance when models trained
in controlled environments are tested on real-world data, we
have implemented a ResNet-based model for laughter detection,
which is able to yield markedly better performance especially
in noisy environments. Our work contributes a robust state-of-
the-art machine learning method to detect human laughter and
a newly annotated dataset for evaluation in noisy environments,
while highlighting the importance of bridging the space between
machine learning problems and their real-life uses in our noisy
lives.
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