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Abstract
An approach to the categorization of voice samples according to emotions expressed by the speaker is proposed which uses Multi-Resolution Cochleagram (MRCG) and scalogram features in a novel way. Audio recordings from the EmoDB, EMOCV and Savee Data-sets are employed in training and testing of predictive models consisting of different sets of speech features. This study systematically evaluates the performance of the feature sets most commonly used in computational paralinguistic tasks (i.e. emobase, eGeMAPS and ComParE) in addition to MRCG- and scalogram-derived features and their fusion, across five different classifiers. The datasets used in this evaluation include speech in three different languages (German, Italian and English). MRCG features outperform the feature sets most commonly used in computational paralinguistic tasks, including emobase, eGeMAPS and ComParE, for the EmoDB (unweighted average recall, UAR = 59.15%) and SAVEE (UAR = 36.12%) datasets, while eGeMAPS provides the best overall UAR (33.84%) for the EMOCV dataset. A support vector machine (SVM) classifier yields the best UAR for EmoDB (80.05%) through fusion of emobase, eGeMAPS, ComParE and MRCG, and for EMOCV (40.31%), through fusion of emobase, eGeMAPS and ComParE. For SAVEE, random forests provide the best result (46.55%) using the ComParE feature set.

Index Terms: Emotion recognition, Affective computing, Social signal processing

1. Introduction
Speech signals are used in a number of automatic prediction tasks, including emotion recognition [1, 2]. Emotional states can also have an influence on health and intervention outcomes [3]. Positive emotions have been linked with health improvement, while negative emotions may have negative impacts on wellbeing [4]. For example, long term accumulations of negative emotions are predisposing factors for depression, while positive emotions-related humour and optimism have been linked with positive health outcomes, such as effects on the immune system or association with cardiovascular diseases [5]. Emotion recognition is used in health technology applications, as in the assessment of depression [6, 7], health monitoring in smart environments [8], or dementia diagnosis and prognosis (see [9] for a survey). Ambient Assisted Living (AAL) technologies are being developed which could assist older people to live healthy and active lives. These technologies have been used to monitor people’s daily exercises, consumption of calories and sleep patterns, and to provide coaching interventions to foster positive behaviour. Speech and audio processing can be used to complement such AAL technologies to inform interventions for healthy ageing by analysing acoustic data captured in the user’s home. In a recent study [10], we proposed a novel ‘affective behaviour representation’ feature vector for Alzheimer’s dementia recognition using the EmoDB dataset. Results show that classification models based solely on affective behaviour (trained on German language EmoDB data [11]) attain 63.42% detection accuracy on the ADRess dataset (a subset of Pitt corpora in English language) for Alzheimer’s dementia recognition[12].

Automatic identification of emotions in speech is a challenging task, and identifying relevant acoustic features and systematic comparative evaluations have been difficult [13]. In 2016, eGeMAPS [14] was proposed as a synthesis of features extensively used in the literature, according to their theoretical significance and potential to reflect the affective processes that underlie displays of emotion through voice. This feature set aimed to provide a common ground of emotion-related speech features, and has since become a de-facto standard. The set of target emotions has mostly been fixed around the ‘Big Six’ (see Section 3.1), and evaluations are frequently performed on a number of publicly available corpora. In the health domain, feature selection methods for speech processing have been applied to determine the most discriminative features in support of automation efforts. Multimodal emotion recognition has also received increasing attention in the past few years [15, 16], involving analysis of facial, speech, body movements and biometric information [17, 18].

Several studies [19, 17, 20, 21] extract audio features through standard presets, including IS10, GeMAPS, eGeMAPS, and emobase. While the accuracy levels attained by classifiers using those feature sets show promise, there is room for improvement. Despite not figuring among those commonly used sets, the MRCG feature set has been used successfully recently for voice activity detection, attitude recognition and dementia speech recognition. To the best of our knowledge, MRCG and scalogram derived features have not been evaluated systematically for emotion recognition tasks using datasets from different languages. These features are computed using different statistical functionals at the utterance level rather than at frame level, which makes it impossible to extract content information through, for instance, synthesis of speech from the extracted features or automatic transcription [22].

We have developed a low-cost system (hardware shown in Figure 1 [23]) which can extract audio features upon detection of voice activity, and store audio features for further processing while protecting the spoken content. These privacy preserving features are being tested in the context of a larger project which includes health and well-being monitoring and coaching [23]. This presents a comprehensive evaluation of different acoustic feature sets, including, scalograms and the recently proposed MRCG feature set extracted from three different types of languages (English, German and Italian) to inform the design of such systems. It also extends our previous work [24, 25, 26], where we evaluated the MRCG features on attitude and Alzheimer’s dementia speech recognition tasks and the capacity of our privacy-based feature extraction system [23] to
the next level, namely automatic detection of emotions using resource constrained devices.
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**Figure 1:** Matrix Creator and Raspberry Pi 3 B+

### 2. Emotion Recognition System

This section describes hardware and software components of the system used to extract acoustic features and recognised emotions while preserving the user’s spoken content privacy. The system’s architecture is shown in Figure 2.

#### 2.1. Hardware Components

The hardware consists of a Matrix Creator board, consisting of a microphone array, an inertial measurement unit, and several other sensors, mounted on a Raspberry Pi 3 B+, as shown in Figure 1. This setup is meant to be installed in a room where social activity and dialogue interaction occurs frequently, such as a dinning room or a sitting room.

#### 2.2. Software Components

For voice activity detection, we employed the Auditok\(^1\) Python binding. Based on watchdog\(^2\) input, the OpenSMILE [27] toolkit and a user recognition module are used to process the audio file and save the speech features in the attribute-relation file format (ARFF). The user recognition module is trained by registering each user [28]. The extracted acoustic features are then processed by a machine learning model to identify the emotion.

#### 3. Experimentation

We conducted an evaluation of different datasets and acoustic features in order to inform the development of the emotion recognition module for the above described hardware.

---

\(^1\)https://pypi.org/project/auditok/ – accessed April 2019

\(^2\)https://github.com/gorakhargosh/watchdog – accessed April 2019

---

### 3.1. Datasets

Three corporate were selected for their shared characteristics and public availability: EmoDB, SAVEE, and EMOVO. They consist of recorded acted performances, annotated using the well-known and widely used Big Six emotion categories: anger, disgust, fear, happiness, sadness, surprise + neutral, except in the older EmoDB data set where boredom was used instead of surprise. Their characteristics are summarised in Table 1 and briefly described below.

The Berlin Database of Emotional Speech, EmoDB [11] features 535 acted emotions in German, based on utterances carrying no emotional bias. The data were recorded in a controlled environment, resulting in high quality recordings. Actors were allowed to move freely around the microphones, which affected absolute signal intensity. The quality of the dataset was evaluated by perception tests carried out by 20 human participants for recognition rate and naturalness. Only recordings with average recognition rates of at least 80% and naturalness rates of at least 60% were included.

The Surrey Audio-Visual Expressed Emotion, SAVEE, [29] is an audio-visual dataset consisting of 480 British English utterances. Each actor did 15 recordings per emotion (3 common, 2 emotion specific, and 10 generic sentences different for each emotion) and 30 neutral recordings (the 3 common and every emotion specific sentences). No limitations regarding audio features are explicitly stated in the description of the data set. A qualitative evaluation of the database was run as a perception tests by 10 human subjects. The mean classification accuracy for the audio modality was 66.5%, 88% for the visual modality, and 91.8% for the combined audio-visual modalities.

The Italian Emotional Speech Database, EMOVO) [30] features recorded emotions from acted performances by 6 persons, based on both semantically neutral and nonsense sentences. Actors were allowed to move freely, affecting absolute signal intensity. A qualitative evaluation was performed using a discrimination test. Two phrases were selected and, for each, 12 subjects had to choose between two proposed emotions. The mean accuracy for the test was about 80%.

#### 3.2. Acoustic Feature Extraction

The standard acoustic feature sets (emobase, ComParE, ans eGeMAPS) were extracted using the openSMILE v2.1 toolkit, which is widely used in emotion recognition from speech. The emobase feature set [31] contains Mel-Frequency Cepstral Coefficients (MFCC), voice quality, fundamental frequency (F0), F0 envelope, LSP and intensity features along with their first and second order derivatives, and statistical functionals, resulting in a total of 988 features for every speech utterance. The eGeMAPS features were an attempt to reduce those somewhat unwieldy feature sets to a basic set of acoustic features based on

---

**Table 1:** Distribution of recordings across emotion categories.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Neutral</th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Surprise</th>
<th>Boredom</th>
</tr>
</thead>
<tbody>
<tr>
<td>EmoDB</td>
<td>79</td>
<td>127</td>
<td>66</td>
<td>69</td>
<td>71</td>
<td>62</td>
<td>62</td>
<td>81</td>
</tr>
<tr>
<td>SAVEE</td>
<td>120</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>EMOVO</td>
<td>84</td>
<td>84</td>
<td>84</td>
<td>84</td>
<td>84</td>
<td>84</td>
<td>84</td>
<td></td>
</tr>
</tbody>
</table>

---

1https://pypi.org/project/auditok/ – accessed April 2019


---

![System architecture](image)

**Figure 2:** System architecture, where the affective and emotional processing module will provide input to the cognitive decline recognition module.
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their potential to detect physiological changes in voice production, as well as their theoretical significance and proven usefulness in previous studies. It contains the F0 semitone, loudness, spectral flux, MFCC, jitter, shimmer, F1, F2, F3, alpha ratio, Hammarberg index and slope V0 features, as well as their most common statistical functionals, totalling 88 features per speech utterance.

In addition to these standard sets, we extracted MRCG and scalogram features for assessment and comparison. MRCG features were originally proposed by Chen et al. [32] and have since been used in speech related applications such as voice activity detection [33] speech separation [32], and more recently for attitude [25] and dementia speech [24] recognition. MRCG features are based on cochleagrams [34], which are generated by applying the gammatone filter to the audio signal, decomposing it in the frequency domain to mimic the human auditory filters. MRCG uses the time-frequency representation to encode the multi-resolution power distribution of an audio signal. Cochleagram features were generated at four different levels of resolution. The high resolution level encodes local information while the remaining three lower resolution levels capture spectrotemporal information. A total of 768 features were extracted from each speech frame: 256 MRCG features (frame length of 20 ms and frame shift of 10 ms), along with 256 ∆ MRCG and 256 ∆∆ MRCG features. Statistical functionals (mean, standard deviation, minimum, maximum, range, mode, median, skewness and kurtosis) were then applied to those 768 MRCG features producing a total of 4092 features per speech utterance.

The scalogram features were extracted with the continuous wavelet transform (CWT) using filter bank [35]. The absolute value of the CWT coefficient and its first and second order derivatives were calculated. Statistical functionals (mean, standard deviation, minimum, maximum, range, mode, median, skewness and kurtosis) were then applied to these 150 scalograms and their first and second order derivatives producing a total of 4050 features per speech utterance.

3.3. Classification experiments

The classification experiments were performed using five different classifiers, namely: decision trees (DT, with leaf size optimized through a grid search within a range of 1 to 10), k-nearest neighbour (KNN, where K was chose through grid search from 1 to 10), Random Forest (RF, with 150 trees and leaf size optimized through grid search from 1 to 10), Naive Bayes (NB, with kernel distribution assumption optimized through grid search for kernel smoothing density estimate, multinomial distribution, multivariate multinomial distribution and normal distribution) and support vector machines, SVM (linear kernel, box constraint optimized through grid search between 0.1 and 1.0, and sequential minimal optimization solver chosen empirically among the iterative single data algorithm, L1 soft-margin minimization by quadratic programming and sequential minimal optimization). The prior probabilities of the classifiers were set according to the class distributions.

The classification methods were implemented in MATLAB using the statistics and machine-learning toolbox [35]. Leave-one-subject-out (LOSO) cross-validation was used, and we ensured that the training data did not contain any information of the validation subjects. To assess classification performance, we used the unweighted average recall (UAR) rather than overall accuracy, as the dataset is imbalanced. UAR is the arithmetic mean of recall over all seven classes.

4. Results and Discussion

The overall results for the different acoustic feature sets and their fusion as input to the above described classifiers are shown in Table 2. For EmoDB, the ComParE feature set provides better UAR (79.49%, with SVM) than the other four feature sets, and fusion of feature sets improve the results. For, EMOVO, the eGeMAPS feature set provides the best results (39.46% using RF). Fusion of feature sets, with inclusion of the new MRCG features improved the results even further. For SAVIE, ComParE produces the best results (46.55%, using SVM), and fusion of feature sets results in a decrease of UAR.

These results confirm that a higher UAR can be achieved using the fusion of feature sets on the EMOVO and EmoDB datasets, with performance on SAVIE remaining close to the highest single feature set configuration. Notably, the top performing fusion settings included MRCG, attesting to its potential to complement the paradigmatic feature sets. In fact, if the results are averaged over all classifiers, the MRCG feature set provides a better average UAR than all other feature sets, suggesting that MRCG provides more stable predictions. However, contrary to our expectations, the scalogram features performed poorly, and when fused with other features caused performance to degrade in most cases.

In a previous study [25], we evaluated MRCG for attitude recognition using vlogs data. The MRCG feature set was found to be the most reliable across different classifiers and to improve the performance when fused with emoBase, eGeMAPS and ComParE for attitude recognition, in line with our current findings. For further insight into these results, we drew the confusion matrices of the best results, which are shown in Figure 3, with precision and recall figures shown for all the emotion categories. It can be seen that the best recall and precision for all emotion categories are obtained for EmoDB. The EMOVO data set provides better recall for neutral, disgust, happiness (joy)
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<table>
<thead>
<tr>
<th>DataSet</th>
<th>Features</th>
<th>DT</th>
<th>KNN</th>
<th>NB</th>
<th>RF</th>
<th>SVM</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>EmoDB</td>
<td>emotest</td>
<td>0.2799</td>
<td>0.2007</td>
<td>0.1956</td>
<td>0.3418</td>
<td>0.3520</td>
<td>0.2636</td>
</tr>
<tr>
<td></td>
<td>eGeMAPS</td>
<td>0.3369</td>
<td>0.2670</td>
<td>0.2959</td>
<td>0.3946</td>
<td>0.3707</td>
<td>0.3384</td>
</tr>
<tr>
<td></td>
<td>ComParE</td>
<td>0.2500</td>
<td>0.1854</td>
<td>0.1956</td>
<td>0.3827</td>
<td>0.3741</td>
<td>0.2776</td>
</tr>
<tr>
<td></td>
<td>MRCG</td>
<td>0.2228</td>
<td>0.2619</td>
<td>0.2942</td>
<td>0.3214</td>
<td>0.3656</td>
<td>0.2932</td>
</tr>
<tr>
<td></td>
<td>Scalamogram</td>
<td>0.2500</td>
<td>0.1837</td>
<td>0.1497</td>
<td>0.2959</td>
<td>0.3265</td>
<td>0.2412</td>
</tr>
<tr>
<td>EMOVO</td>
<td>emotest</td>
<td>0.3112</td>
<td>0.2024</td>
<td>0.1956</td>
<td>0.3588</td>
<td>0.3588</td>
<td>0.2854</td>
</tr>
<tr>
<td></td>
<td>eGeMAPS</td>
<td>0.2729</td>
<td>0.1854</td>
<td>0.1531</td>
<td>0.3095</td>
<td>0.3282</td>
<td>0.2408</td>
</tr>
<tr>
<td></td>
<td>ComParE</td>
<td>0.2432</td>
<td>0.1854</td>
<td>0.1446</td>
<td>0.3146</td>
<td>0.3282</td>
<td>0.2432</td>
</tr>
<tr>
<td></td>
<td>MRCG</td>
<td>0.2466</td>
<td>0.1905</td>
<td>0.1633</td>
<td>0.3639</td>
<td>0.3741</td>
<td>0.2677</td>
</tr>
<tr>
<td></td>
<td>Scalamogram</td>
<td>0.2619</td>
<td>0.1854</td>
<td>0.1429</td>
<td>0.3707</td>
<td>0.3656</td>
<td>0.2653</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.2619</td>
<td>0.1905</td>
<td>0.1429</td>
<td>0.3469</td>
<td>0.3724</td>
<td>0.2629</td>
</tr>
<tr>
<td>SAUVE</td>
<td>emotest</td>
<td>0.3286</td>
<td>0.2631</td>
<td>0.3310</td>
<td>0.3417</td>
<td>0.3905</td>
<td>0.3310</td>
</tr>
<tr>
<td></td>
<td>eGeMAPS</td>
<td>0.3607</td>
<td>0.2131</td>
<td>0.3083</td>
<td>0.3702</td>
<td>0.3893</td>
<td>0.3283</td>
</tr>
<tr>
<td></td>
<td>ComParE</td>
<td>0.3012</td>
<td>0.2167</td>
<td>0.2464</td>
<td>0.3810</td>
<td>0.4655</td>
<td>0.3222</td>
</tr>
<tr>
<td></td>
<td>MRCG</td>
<td>0.2702</td>
<td>0.3226</td>
<td>0.4107</td>
<td>0.3893</td>
<td>0.4131</td>
<td>0.3612</td>
</tr>
<tr>
<td></td>
<td>Scalamogram</td>
<td>0.2643</td>
<td>0.1631</td>
<td>0.1464</td>
<td>0.2893</td>
<td>0.3429</td>
<td>0.2412</td>
</tr>
</tbody>
</table>

and surprise than SA VEE. The SAUVE data set provides better precision for neutral, fear, happiness (joy), sadness, and surprise than EMOVO.

Overall, better results are obtained for EmoDB (80.05%) than for EMOVO (40.31%) and SAUVE (46.55%). Indeed, fusing the standard feature sets with the new MRCG features and using them as input to an SVM produces human-level classification performance on EmoDB. This could be due to the fact that these feature sets capture complementary information, which combined with SVM’s robustness to high dimensionality and redundancy account for the relevant distinctions. Furthermore, as noted before, the annotation quality of EmoDB is likely higher than the other two datasets. EmoDB was recorded by 20 human coders with a medium recognition rate of 86%, and audio recordings with the inter-coder agreement below 80% were removed. No such measure was taken for EMOVO or SAUVE.

For EMOVO, while the reported gold standard accuracy for the test set is 80% (see Section 3.1), one should note that rather than evaluating the full EMOVO data set, only two phrases were selected, and each coder had to choose only between two proposed emotions rather than seven. The fact that our machine learning approach to EMOVO classification is of a seven-class problem explains the much lower results obtained in our assessment in comparison to human performance. For SAUVE, 10 human subjects evaluated the data set and attained 66.5% accuracy for audio. Our machine learning based models provide promising results as compared to human subjects. Although they are less accurate than human annotators, we use our acoustic information to automate the process of emotion recognition, while human annotators used both acoustic and linguistic information. By not relying on linguistic information, our method ensures that the content of the user’s speech is protected.

5. Conclusion

This study evaluates different acoustic feature sets, including, the scalogram and the recently proposed MRCG feature set extracted from datasets of three different languages. By focusing solely on acoustic features, our classification methods are language-independent, and potentially privacy preserving. The MRCG feature set provides better results on average over a wide range of classification algorithms, including DT, KNN, NB, SVM and RF classifiers. In this sense, MRCG features appear to be more robust than other features. While the ComParE feature set provided better results using the SVM and RF classifiers, that feature set performed poorly with most other classifiers. Fusion of feature sets results in an overall improvement over individual feature sets except for the SAUVE dataset. We intend to employ the methods assessed in this work for emotion and mental health status assessment using data collected with the device described in section 2.1 in combination with the Tiny machine learning (TinyML) [36] framework for low-resource devices.
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