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Abstract

Many features have been proposed for use in speech emotion recognition, from signal processing features to bag-of-audio-words (BoAW) models to abstract neural representations. Some of these feature types have not been directly compared across a large number of speech corpora to determine performance differences. We propose a full factorial design and to compare speech processing features, BoAW and neural representations on 17 emotional speech datasets. We measure the performance of features in a categorical emotion classification problem for each dataset, using speaker-independent cross-validation with diverse classifiers. Results show statistically significant differences between features and between classifiers, with large effect sizes between features. In particular, standard acoustic feature sets still perform competitively to neural representations, while neural representations have a larger range of performance, and BoAW features lie in the middle. The best and worst neural representations were wav2vec and VGGish, respectively, with wav2vec performing best out of all tested features. These results indicate that standard acoustic feature sets are still very useful baselines for emotional classification, but high quality neural speech representations can be better.

Index Terms: speech emotion recognition, computational paralinguistics, affective computing

1. Introduction

Speech emotion recognition (SER) is the analysis of speech to predict the emotional state of the speaker. Previous research in this field uses various classifiers, features, datasets and methodologies that have been developed. Results are often reported on only one or two datasets, which may or may not be public. Additionally, research often uses different methodologies, such that direct comparability of results is reduced.

To aid in the comparison of different features, we perform thorough testing of several classifiers and features that have been used in previous literature, on 17 public datasets. In particular, we compare acoustic feature sets against bag-of-audio-words (BoAW) features and neural representations. Our methodology uses speaker-independent cross-validation in a full factorial design where each combination of classifier, features and dataset are tested. This is consistent with previous work, although more recently there has been a shift towards predefined train/validation/test splits in larger datasets. Since we test simpler classifiers and use datasets of between 400 and 8000 instances, we use cross-validation to better estimate a classifier’s performance on unseen test data. Reproducibility is also important for validating research. As such, we aim to promote reproducible results by detailing our methodology, using public and licensed datasets and providing open-source code. Our code, along with supplementary results, is publicly hosted on GitHub1 so that our results may be replicated.

There are two main benefits to our work. Firstly, the results from our factorial experiments allow us to compare the effect of classifiers, features and datasets, with a focus on ranking features that tend to be more predictive. Secondly, it serves as a reference for future research that uses the datasets present in this study, so that meaningful comparisons can be made.

The paper is structured as follows. In Section 2 previous comparative experiments are discussed. Section 3 lists the datasets used in this research. The tested classifiers and features are outlined in Section 4, and the corresponding results given in Section 5. These results are discussed in Section 6 and a conclusion and some future work is given in Section 7.

2. Related Work

There has been some previous work in comparing SER techniques on a number of datasets. Schuller et al. [1] compare HMM/GMM and SVM on nine datasets for three classification tasks. The HMM/GMM model used 12 MFCCs and log-frame-energy features, along with speed and acceleration values. For the SVM, 6552 features are extracted based on 39 statistical functionals (mean, min, max, IQR, etc.) of 56 low-level descriptors (LLDs). Testing was carried out in a leave-one-speaker-out (LOSO) or leave-one-speaker-group-out (LOSGO) cross-validation setup. The only three datasets in common with the present study are EMO-DB, eNTERFACE and SmartKom, for which recognition rates of 84.6%, 72.5%, and 23.5% UAR, respectively were achieved, with a polynomial-kernel SVM.

Schuller et al. expanded upon this work using stacked restricted Boltzmann machines (RBMs) [2]. The RBMs are pretrained in an unsupervised manner and fine-tuned to maximise Fisher’s criterion. They test using the same datasets as in [1] but results are only better on 5 out of 9 datasets. In particular, their model performs slightly better on SmartKom, but slightly worse on EMO-DB and eNTERFACE. In the present work, we adopt a similar testing methodology to these studies but use 17 datasets and 16 feature sets.

Some ensemble methods are tested in [3, 4], including bagged C4.5, boosted C4.5, and a stack of SVM, naïve Bayes, C4.5 and kNN. These are compared against standalone classifiers naïve Bayes, C4.5, kNN and SVM. Multi-layer perceptrons are also compared in [4]. Their results showed that SVM performed better than the ensembles on EMO-DB when fusing acoustic and linguistic features. [5] found that stacking all four base classifiers performed best on a private dataset. Similar findings were reported in [4, 3]. In contrast to these studies we opt to test random forests instead of bagging, boosting or stacking.

Our work complements previous research. We compare

1https://github.com/Broad-AI-Lab/emotion
more recent approaches to feature generation, namely BoAW and neural representations, to standard acoustic feature sets. Our methodology is consistent for all tests, and is similar to previous comparative testing methodologies.

3. Datasets
Seventeen open or academic-licensed datasets are used in this study, all of which have a set of categorical labels for primary emotions. For MSP-IMPROV and IEMOCAP, the majority label assigned by annotators is used, consistent with previous work. For JL, we use only primary emotions. For CREMA-D and VENEC we opted to use the acted emotion as ground truth. For VENEC, the few neutral clips are excluded and only speakers that represent all emotions are included. Information about each dataset is in the relevant citation.

Open datasets are under a free and permissive license. The open datasets used in this study are: CaFE [6], CREMA-D [7], EMO-DB [8], eINTERFACE dataset [9], JL corpus [10], Portuguese dataset [11], RAVDESS [12], ShEMO [13], TESS [14], URDU [15], and VENEC [16].

Academic datasets require signing an EULA in order to gain access. The licensed datasets used in this study are: DE-MoS [17], EmoFilm [18], IEMOCAP [19], MSP-IMPROV [20], SAWEE [21], and SmartKom-Public [22].

4. Methodology
We use a full factorial design which tests each combination of classifier, features and dataset using cross-validation, for a total of $9 \times 17 \times 17 = 2601$ results. Figure 1 shows our experimental process. Since our focus is comparing the predictive quality of various feature vectors, we only test a handful of simpler classifiers, namely support vector machine (SVM), small dense neural networks, random forest (RF) and a small convolutional network, all described below. The features we compare are acoustic feature sets, BoAW models, neural network embeddings.

4.1. Classifiers
We test three different classes of classifiers: SVM, RF and neural networks.

For the SVM classifiers we use linear, polynomial and radial basis function (RBF) kernels, which have the following equations, respectively:

$$k_{\text{linear}}(x, y) = \frac{1}{p} x^\top y$$

(1)

$$k_{\text{poly}}(x, y) = \frac{1}{p} (x^\top y + 1)^d$$

(2)

$$k_{\text{rbf}}(x, y) = \exp(-\gamma ||x - y||^2)$$

(3)

where $p$ is the number of features, $x$ and $y$ are two instance vectors. We use $d = 2$ and $d = 3$ for the polynomial kernels, and optimise $\gamma$ using cross-validation.

We implement 1, 2, and 3 hidden layer fully connected feed-forward networks, called multi-layer perceptrons (MLPs), where each hidden layer has 512 nodes with ReLU activation and 50% output dropout. We also implement a small convolutional network proposed by de Pinto et al. [23]. The neural networks were implemented with TensorFlow\(^2\). SVM and random forests were implemented with scikit-learn\(^3\).

4.2. Features
Acoustic feature sets define acoustic low-level descriptors (LLDs) and statistical functionals to apply to an utterance to yield a feature vector. We use the openSMILE toolkit\(^4\) to extract features for the IS09 [24], IS13 [25], GeMAPS and eGeMAPS [26] standard feature sets. We also use a feature set containing 64 temporally averaged mel-frequency cepstral coefficients (MFCCs).

BoAW features represent the distribution of quantised feature vectors from an instance [27]. The openXBOW toolkit\(^5\) is used to generate BoAW features from the first 13 MFCCs and log frame energy. To smooth the frequency distribution, the counts for the $a$ nearest clusters to a vector are incremented in addition to its own cluster. The counts in the BoAW vector are modified using $\log(1 + x)$ and normalised by the number of frames. We chose parameters $(a, n) \in \{(20, 500), (50, 1000), (100, 5000)\}$ that performed well on the EMO-DB dataset, where $n$ is the number of clusters.

Neural representations come from intermediate layer outputs in a neural network. We test features from auDeep [28], DeepSpectrum\(^6\), VGGish and YAMNet [29], and wav2vec [30]. We generate auDeep features from an autoencoder trained on the combined mel-spectrograms from all datasets. We tested DeepSpectrum features and found DenseNet features yielded higher accuracy so we report only those. Finally, we test temporally averaged embeddings from pretrained wav2vec, vq-wav2vec, wav2vec 2.0, YAMNet and VGGish models.

4.3. Experiments
Unweighted average recall (UAR) is measured for all-class emotion classification, except in IEMOCAP and MSP-IMPROV where only four classes are used, and in ShEMO where fear is removed due to having few instances. All experiments use LOSO or LOSOG cross-validation and UAR is averaged over folds. If the number of speakers in the corpus is 12 or less, LOSO is used, otherwise the speakers are grouped into 6 groups and LOSOG is used. For IEMOCAP and MSP-IMPROV, each session is used as speaker group, as in previous work. Features are normalised per-speaker, except for URDU where we normalise over the whole corpus due to the extreme speaker imbalance. This normalisation method assumes speaker identities are known in test data and thus might overestimate UAR. “Online” normalisation using only training data may be more realistic in some situations, however we already generate auDeep and BoAW features in an offline manner, and preliminary testing using online normalisation yields similar trends but lower values.

\(^2\)https://www.tensorflow.org/
\(^3\)https://scikit-learn.org/
\(^4\)https://github.com/audeering/opensmile/
\(^5\)https://github.com/openXBOW/openXBOW
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SVM and RF parameters are optimised by selecting the best cross-validated parameters. We optimise the number of RF trees in \([100, 250, 500]\) and the maximum depth in \([10, 20, 50, \infty]\). For SVMs we optimise the cost parameter \(C\) logarithmically over \([2^{-6}, 2^6]\) in multiples of 4. For polynomial kernels we optimise \(r\) over \([-1, 0, 1]\). For RBF kernels we optimise \(\gamma\) logarithmically over \([2^{-12}, 2^{1}]\) in multiples of 4. We train all neural networks for 50 epochs using Adam optimisation and a learning rate of \(10^{-4}\).

### 5. Results

In this section we present summary data to compare corpora, classifiers and features. The mean UAR is reported in all cases; it tends to be preferred in the emotion recognition literature [31] because it ignores class imbalance. We perform Friedman tests with Nemenyi post-hoc tests to determine differences between classifiers and between features. Corpora were used as subjects and UAR was averaged over the omitted variable to satisfy the independent subjects assumption of the Friedman test. The ranks from the Friedman tests are used to order classifiers and features. The mean UAR is reported in all cases; taking the maximum instead of the mean makes the values more "spiky" although similar trends were observed using the mean. From the differences in UAR we see that there are different classification difficulties’ between corpora. VENEC and SmartKom are the most difficult with the lowest UAR while EMO-DB, JL and eINTERFACE are the easiest corpora. Table 2 shows the best classifier-features combination for each dataset. The most common best feature set is wav2vec, although IS09 and GeMAPS are each best for one dataset. SVMs with various kernels tend to be the best classifiers, although random forests are the best for TESS using wav2vec features. Figure 3 shows the mean UAR for each classifier-feature pair, averaged over corpora.

The Friedman test for differences between classifiers detected statistically significant differences \((p < 10^{-14}\) and the Nemenyi critical difference was 2.9 ranks. SVM-RBF was ranked highest (mean rank 1.7), but not with statistical significance. The random forest ranked lower than all other classifiers (mean rank 9.0), but not with statistical significance. Effect sizes with reference to SVM-RBF were small \((< 0.4\) except for random forest which had a medium effect size of 0.53.

The Friedman test for features was also significant \((p < 10^{-20}\) and the critical difference was 6.0 ranks. The wav2vec features (mean rank 2.1) were ranked highest but not statistically significantly higher than other wav2vec variants or acoustic features. VGGish embeddings were ranked lowest (mean rank 16.1) but not with statistical significance. Figure 2 shows the feature ranking with horizontal bars indicating lack of statistical significance. The four standard acoustic feature sets are interspersed with wav2vec variants at the high end, with BoAW and Densenet features grouped in the middle, and mean MFCCs, VGGish, YAMNet near the bottom. Effect sizes relative to wav2vec are mostly large \((> 0.8\), very large \((> 1.2)\) or huge \((> 2)\).

### 6. Discussion

Our results highlight interesting differences between tested features, but much smaller differences between classifiers. The fact that most of the classifiers perform similarly is expected because the SVM and MLP classifiers are generally useful for...
classification in high-dimensional continuous feature spaces. It is interesting that random forests tended to perform worst on most datasets, perhaps due to the high dimensionality. The de Pinto convolutional network performed well, likely due to having a single convolutional layer which would have little effect, and thus perform similarly to a dense feed-forward network. The training for all of the neural networks was fixed in terms of number of training epochs and learning rate; hyper-parameter tuning, early stopping, learning rate decay may improve performance of the trained models.

The critical difference diagram in Figure 2 suggests that acoustic feature sets still tend to perform competitively to the best neural representations such as wav2vec. However, neural representations are more varied in performance, with seemingly no direct correspondence to number of features. Useful acoustic features tend to comprise a diverse range of LLDs and functionals, as evidenced by the low predictive performance of mean features. Useful acoustic representations are more varied in performance, with seemingly best neural representations such as wav2vec. However, neural acoustic feature sets still tend to perform competitively to the BoAW features, indicating the network designed for image recognition generates a useful but non-specific representation of the audio from a colour-mapped spectrogram. The more features Densenet generates, the higher the performance, with Densenet-201 performing best, and similarly to IS09 and GeMAPS features. On the other hand, the auDeep model is trained on spectrograms from all the datasets and yet performs worse than wav2vec and Densenet features. It is possible that other model structures, hyperparameters or spectrogram parameters may improve the usefulness of the auDeep features; we tested using larger spectrogram windows without improvement.

VGGish embeddings perform worst in general, possibly because there are only 128 features, although YAMNet features are more numerous but yield second lowest accuracies from the neural representations. Another reason YAMNet and VGGish embeddings perform slightly worse than auDeep is that they were trained on all types of audio data, not just speech data, hence some of the features from the embedding may be suited to other types of audio and be less useful for representing speech. In general, the features from the neural embeddings are less speech-specific than the acoustic feature sets as the mappings are trained from backpropagation though a bottleneck layer deeper in the network.

Corpus-specific differences occur for a number of reasons. Some are due to different number of labels for classification, as in VENEC’s low scores, or the annotation method (acted vs. majority vote). Another reason is naturalness of emotional expression, where natural expression is more subtle and harder to discriminate. An avenue for future research is quantifying the effect of naturalness, speaker variability, annotation methods and even emotion categories, on classification accuracy. While our metric was UAR for all-class classification, we expect similar trends for binary arousal/valence tasks and even regression tasks. There also appear to be corpus-specific oddities with some features: wav2vec performs sub-average on the URDU dataset, Densenet features perform sub-average on JL, BoAW features perform sub-average on TESS. Acoustic feature sets do not seem to have this issue, and are more consistent in this regard.

7. Conclusion

This research tests 9 classifiers and 17 features in a full factorial design, using speaker-independent cross-validation to measure categorical emotion classification performance on 17 datasets. We compared classical acoustic feature sets, BoAW models and neural embeddings, but also tested a diverse range of classifiers. The results indicate that the non-quantised wav2vec representations are most predictive, and are thus a useful baseline for future research. However, standard acoustic feature sets still have competitive performance and are more consistent across datasets. Further research may investigate the causes of large performance differences between representations.
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