Glottal Stops in Upper Sorbian: a Data-Driven Approach
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Abstract

We present a data-driven approach for the quantitative analysis of glottal stops before word-initial vowels in Upper Sorbian, a West Slavic minority language spoken in Germany. Glottal stops are word-boundary markers and their detection can improve the performance of automatic speech recognition and speech synthesis systems.

We employed cross-language transfer using an acoustic model in German to develop a forced-alignment method for the phonetic segmentation of a read-speech corpus in Upper Sorbian. The missing phonemic units were created by combining the existing phoneme models. In the forced-alignment procedure, the glottal stops were considered optional in front of word-initial vowels.

To investigate the influence of speaker type (males, females, and children) and vowel on the occurrence of glottal stops, binomial regression analysis with a generalized linear mixed model was performed. Results show that children glottalize word-initial vowels more frequently than adults, and that glottal stop occurrences are influenced by vowel quality.

Index Terms: glottal stops, acoustic modeling, under-resourced languages

1. Introduction

Recent advances in speech technology introduced improved tools for phonetic research. However, many of them are strictly language-dependent and require the acquisition of carefully prepared and transcribed acoustic data. That can be problematic for endangered and under-resourced languages, for which few or no resources exist.

The acquisition and transcription of speech data are time-consuming and costly processes and significant limiting factors in developing speech-enabled applications. The manual transcription performed by different annotators can result in inconsistent and error-prone text and speech alignments.

Automatic text-speech alignment (forced-alignment) is successfully applied to the phonetic segmentation of widely spoken and well-studied languages. However, this method is seldom used for under-resourced or endangered languages [1], due to the inability to create a reliable forced-alignment tool suited for the language.

In recent times, novel approaches appeared for the rapid creation and development of speech-enabled systems for under-resourced languages [2]. Depending on the availability of language resources, there are two main research directions: zero-resource approaches [3],[4], where it is assumed that there are no language resources at all, and universal cross-language speech recognition systems [5],[6]. The typical approach exploits acoustic similarities between the sounds in different languages to perform a cross-language transfer, unsupervised training, and bootstrapping.

In this study, we present a data-driven approach for the quantitative analysis of glottal stops before word-initial vowels in Upper Sorbian. We employed a trained acoustic model in German to develop a forced-alignment method for the phonetic segmentation of a read-speech corpus in Upper Sorbian.

Although the target and the source language (German) belong to different language families, the phoneme inventories share a significant portion of their units. We created the missing units by combining existing phoneme models. The forced-alignment used the lexicon and the orthographic transcriptions, with optional glottal stops in front of word-initial vowels. A generalized linear mixed model for binomial regression was used to investigate the effects of speaker type (males, females, and children) and vowel on the occurrence of glottal stops.

2. Sorbian Languages

Upper and Lower Sorbian belong to the West Slavic branch of the Indo-European language family with Polish, Czech, and Slovak; they are spoken in Germany, in the region of Upper Lusatia and Lower Lusatia, respectively. Although closely related, they are only partially mutually intelligible. Upper Sorbian is considered closer to Czech and Slovak, whereas Lower Sorbian is considered closer to Polish [7].

Upper and Lower Sorbian are both endangered and under-resourced languages [8]. There are no reliable figures about the number of speakers of the Sorbian languages. Different sources provide a wide range of estimations which vary between and 5 to 10 thousand for Lower Sorbian speakers and 15 and 30 thousand speakers for Upper Sorbian [9], which makes them a minority (1%) in a predominantly German-speaking area [10]. Most native speakers do not use the language in daily communication; therefore, the language is threatened despite being under the protection of the European Charter for Regional or Minority Languages. A substantial effort has been made to preserve the Sorbian languages by various projects conducted by the Foundation for the Sorbian People\textsuperscript{1} and by the Sorbian Institute\textsuperscript{2}. Other research groups contributed to collecting and

\textsuperscript{1}www.stiftung.sorben.com
\textsuperscript{2}www.serbski-institut.de
documenting speech and language in Sorbian, mainly focusing on the digitalization of the resources.

3. Glottal Stops

Glottal stops are articulated by closing and abruptly opening the vocal folds. They are not always realized as full stops and can be substituted by other forms of glottalization, such as irregular and low-frequency glottal fold vibrations known as creaky voice.

Glottal stops are present in most world languages, albeit their function varies across different language groups. They can be phonemic, non-phonemic, and in certain language groups they can be both [11]. Glottal stops can also carry relevant linguistic information by marking morpheme, word, phrase, or utterance boundaries, depending on the language.

In German, Czech and Polish glottal stops are not considered phonemes since they cannot differentiate word meaning. In German and Czech glottal stops or creaky voice before word-initial vowels are very frequent word-boundary markers (s. [12] for German and [13, 14] for Czech), while in Polish they are less frequent and more likely to occur at phrase boundaries [15].

Similarly as in Czech and German, word-initial vowels in Upper Sorbian are normally preceded by a glottal stop [7]. In Upper Sorbian lexical stress always falls on the first syllable. In Lower Sorbian, the occurrence of glottal stops can be interpreted as the increasing influence of the German language [16].

Most studies on Sorbian report qualitative analyses of glottal stops; however, when it comes to a quantitative analysis, employing tools for automatic detection is necessary. Such tools are commonly based on automatic speech recognition systems used in the forced-alignment mode to provide phonetic segmentation, like MAUS [17] and the UASR (Unified Automatic Speech Recognition and Synthesis) toolkit [18] which was used in this study.

The prerequisite is that the employed acoustic model, apart from phoneme models, include also glottal stop models. A reliable alignment of glottalized segments would provide a valuable pre-segmentation for basic phonetic research; moreover, the acoustic modeling of glottalizations, which are good indicators of word boundaries, can improve the overall performance of an Automatic Speech Recognition (ASR) system [19].

Modeling glottal stops also improves naturalness in speech synthesis [20] and could be employed for the automatic creation of speech stimuli in perceptual experiments for basic research on glottalizations [21].

4. Speech Data

The HSB speech corpus was collected by Fraunhofer IKTS and the Brandenburg University of Technology (BTU) at the premises of the Foundation for the Sorbian People in Bautzen. The recording sessions used three different phonetically balanced prompt sets (HSB-1, 2, and 3).

Around 2/3 of the prompts are taken from the Common Voice [22] dataset (version: hsb_2h_2020-06-22) and the rest from domain-specific sentences which include examples of command and control actions, e.g., turning on/off an intelligent light bulb, setting the brightness, and the color.

4.1. Recording Prompts

The prompts should be phonetically rich and balanced, resembling the phoneme units’ statistics of a larger textual corpus to maximize the benefits of the controlled recording sessions.

For that purpose, we additionally used the textual corpus “Monolingual Upper Sorbian Data” from the “Shared Task: Un-supervised MT and Very Low Resource Supervised MT” [23] with a vocabulary of 251,358 words.

The frequencies of the phones, diphones, and triphones were calculated and the prompts were selected from the domain-general and the domain-specific sentences, according to the scoring algorithm presented in [24] applied on diphones.

4.2. Lexicon

The Upper Sorbian language has simple grapheme-to-phoneme mapping rules with several exceptions [25]. The lexicon was created using the vocabulary of the prompts’ textual content, and each word had only one pronunciation variant.

A native speaker checked the lexicon, thus the pronunciation rules were further improved and non-suitable words removed. This lexicon was used to filter out inappropriate sentences, which could lead to inconsistencies in the experiments.

 Pronunciation variants were added for the words with initial vowels by adding an optional glottal stop in front of the phoneme sequence. This allowed the forced-alignment labeling to detect a mark glottal stops before word-initial vowels.

 The lexicon has 3547 entries, 3457 of them with canonical pronunciation, and 90 with an optional word-initial glottal stop. Most words, as mentioned in section 3, are recent borrowings, such as insolwenu, italsku, exponaty, and organizacja.

4.3. Speech Recordings

We recorded 11 hours, 30 minutes, and 40 seconds of speech with almost equal distribution across the three datasets (HSB-1, 2 and 3). Recordings from 30 speakers of different gender and age were collected: ten females, ten males, and ten children. One additional male speaker was recorded at the BTU studio as part of the testing phase. The children participants are minors attending either higher elementary or lower classes in high school, which implies good reading skills.

Each speaker was instructed to read the prompts precisely as displayed, to reduce the effort for post-processing and to avoid manual transcriptions of the recordings.

A native speaker of Upper Sorbian was present for the whole duration of the recording session to ensure a proper pronunciation of the speech prompts. Whenever a speaker would mispronounce a word, the prompt recording was repeated. The order of the prompts was randomized, and the speakers were free to read as many as they liked.

The number of prompts recorded by each speaker varied in the range between 100 and 250, with an average of 191 prompts per speaker. A coverage of 100% of the available prompts (1210) was achieved. Each prompt was read from 1 to 10 times (5.2 times on average).

5. Experimental Setup

5.1. Acoustic Modeling

The acoustic model used for forced-alignment was created by combining phone models from the existing German acoustic model. The baseline German model was trained using the
UASR (Unified Automatic Speech Recognition and Synthesis) toolkit [18] on part of the German Verbmobil Database [26]. The acoustic model structure consists of 40 monophonemic HMMs for phonemic units, with separate models for pauses, non-speech and glottal stops; it was successfully employed in similar studies [27, 21]. The employed grapheme-phoneme mapping is derived from the Upper Sorbian alphabet and phoneme inventory reported in [28, 10, 29, 7]. The target phoneme inventory was created by selecting and combining the nearest German phoneme models. The resulting acoustic model was not adapted to the recorded corpora’s speech; adaptation might improve the overall forced-alignment performance for most phonemes, but it would distort the glottal stops model, introducing lower detection performance.

Table 1 presents the adopted grapheme and phoneme inventories with the corresponding German equivalents used in this study. A separate model “Q”, representing the glottal stops, and appropriate models for silence “,” and non-speech “#” are also included in the resulting acoustic model (in total, 36 models).

The resulting acoustic model was not adapted to the recorded corpora’s speech: adaptation might improve the overall forced-alignment performance for most phonemes, but it would distort the glottal stops model, introducing lower detection performance.

5.2. Forced-Alignment

The forced-alignment procedure uses the aforementioned acoustic model, the created lexicon, and the orthographic transcriptions.

The feature extraction takes the raw speech recordings in Wave format with 16 kHz, 16-bit PCM signals. The primary feature analysis was performed by employing a short-time Fourier transformation with a Blackman window of 512, and a MEL filter-bank with a triangular transfer function. The frame features have a dimension of 30 elements.

The secondary features analysis was done over the primary features by standardizing the feature elements to zero mean and unit variance, computing the delta features, and performing Principal Component Analysis (PCA), effectively reducing the frame features’ dimension to 24 elements.

5.3. Detection of Glottal Stops

The whole recorded speech corpus was aligned, and for each sentence, the original word-initial vowels were identified by referring to the lexicon. The presence of glottal stops was detected by observing the recognized label.

For each word-initial vowel, we store in a data frame the information about the word, the vowel, the presence or absence of the glottal stops, along with speaker type (female, male or child), speaker identifier, and prompt identifier.

An expert phonetician inspected the detection’s reliability by checking the segmentation quality and correctness for all the sentences containing at least one word-initial vowel.

6. Results and Discussion

6.1. Exploratory Statistics

The corpus consists of 6313 speech recordings by 31 speakers. The distribution of the recordings per speaker type was; 24.57 % from children, 30.94 % from female, and 44.50 % from male speakers.

After applying the FA procedure, we identified the 1557 sentences of the corpus that contain at least one word where an initial glottal stop could appear. In total, 1864 cases compose the observations to be analyzed. Table 2 shows the distribution of the observations per speaker type, which roughly resembles the recordings’ distribution.

Table 3 presents the distribution of the word-initial vowels in the observations. The most frequent vowel is /a/ due to the very high frequency of the function word “and”, appearing in 61.6% of the observations (Table 4).

Table 3: Observations per word-initial vowel (%)

<table>
<thead>
<tr>
<th>word</th>
<th>canonical</th>
<th>a</th>
<th>E</th>
<th>i</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>79.50</td>
<td>2.15</td>
<td>10.36</td>
<td>7.94</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Frequencies of the top 5 words (%)

<table>
<thead>
<tr>
<th>word</th>
<th>frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>61.57</td>
</tr>
<tr>
<td>ale</td>
<td>4.72</td>
</tr>
<tr>
<td>abo</td>
<td>2.9</td>
</tr>
<tr>
<td>oranżowu</td>
<td>1.83</td>
</tr>
<tr>
<td>optikarje</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Glottal stops occurred significantly more often in children (85.82%) than in female (72.97%) and male (61.55%) speakers ($\chi^2 = 83.311, df = 2, p < 0.001$), as shown in Figure 1.

Similarly, the occurrence of glottal stops was also significantly dependent on the word-initial vowels ($\chi^2 = 104.44, df = 3, p < 0.001$) as shown in Figure 2.
6.2. Generalized Linear Mixed Model

A binomial regression analysis by means of a generalized linear mixed model was carried out, using the R package lme4 [30]. The binomial dependent variable (gs) was defined as presence (1) or absence (0) of the glottal stop before the word-initial vowel. Speaker type (type), word-initial vowel (vowel), and their interaction were given as fixed effects. Speaker and word were the random effects, as given in the model formula:

\[ gs \sim type + vowel + type : vowel + (1|speaker) + (1|word) \]

Stratified 5-fold cross-validation was employed to assess the glottal stops detection performance; the model achieved a balanced accuracy rate [31] of 71.90% with 95% CI (69.67, 74.13), and an F1 score of 85.62%.

Table 5 presents the analysis of deviance table of Type III with Wald chi-square tests with speaker type, vowel, and the type-vowel interaction as factors. All three are significant factors for the glottal stop occurrences.

Figure 3 presents the odds ratios for each fixed effect, the exponential of the model coefficients (the fixed effects estimates). The intercept in the model contains speaker type "C".
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