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Abstract

Speaker adaptation is known to provide significant improvement in speech recognition accuracy. However, in practical scenario, only a few seconds of audio is available due to which it may be infeasible to apply speaker adaptation methods such as i-vector and fMLLR robustly. Also, decoding with fMLLR transformation happens in two-passes which is impractical for real-time applications. In recent past, mapping speech features from speaker independent (SI) space to fMLLR normalized space using denosing autoencoder (DA) has been explored. To the best of our knowledge, such mapping generally does not yield consistent improvement. In this paper, we show that our proposed joint VAE based mapping achieves a large improvements over ASR models trained using filterbank SI features. We also show that joint VAE outperforms DA by a large margin. We observe relative improvement of 17% in word error rate (WER) compared to ASR model trained using filterbank features with i-vectors and 23% without i-vectors.

Index Terms: Variational Autoencoders, fMLLR, i-vector, Joint Variational Autoencoders, Speaker Adaptation

1. Introduction

Deep Neural Networks (DNN) and Long Short Term Memory (LSTM) networks have achieved tremendous success in acoustic modeling of automatic speech recognition (ASR). Nevertheless, the performance of these models is adversely affected by speaker, background noise and other types of acoustic variabilities. The focus of this paper is speaker adaptation (normalization). Impact of the differences in speaker characteristics can be reduced either by feature-space transformations like vocal tract length normalization (VTLN) and feature-space maximum likelihood linear regression (fMLLR) \cite{1, 2} before training acoustic model, or by providing it speaker specific codes like i-vectors \cite{3, 4}, bottleneck features \cite{5, 6}, speaker codes \cite{7, 8}. Our focus in this paper is on fMLLR based feature space transformation. The issue with fMLLR is that it requires 10 to 30 seconds of enrollment speech (whereas i-vector requires at least 10 seconds) from every test speaker for robust estimation of the parameters. In a real-time scenario, available audio is much less which may lead to un-reliable estimation of these transforms resulting in sub-optimal ASR accuracy. Besides, fMLLR based decoding happens in two pass, which is infeasible for real-time applications. Recently these issues were addressed in \cite{9}, where the authors proposed to learn a DNN based mapping from filterbank (speaker independent space) to fMLLR-normalized features in a regression framework, and then use these normalized features predicted by the DNN to train acoustic model. We term this type of mapping as denosing autoencoder (DA). To the best of our knowledge, the DA based mapping does not show consistent improvements \cite{9} for speaker adaptation.

Variational Autoencoder (VAE) \cite{10} is a class of generative model that projects input space to a latent space using an encoder and then reconstructs the original input using a decoder. VAEs have been explored for many tasks like speech transformation from a source domain to target domain \cite{11}, showing orthogonality of speech attributes that can help in domain translation \cite{12} and speaker verification \cite{13}. However, mapping filterbank to fMLLR-normalized features can not be done by a conventional VAE because of constraint that input and output must be same mathematically.

Recently, we proposed a novel method for speech enhancement, termed joint VAE \cite{14}, which showed promising results in mapping distant to close-talk speech. The constraint with conventional VAE is addressed in joint VAE by learning a joint-distribution of filterbank and fMLLR features for a common latent space. In this paper, we propose to explore joint VAE as an alternative to DA for speaker adaptation and show that it yields consistent and considerable improvement in ASR accuracy compared to the DA. An acoustic model trained using filterbank features and speaker aware training using i-vectors. In addition we show that performance of joint VAE is very close to acoustic model trained on fMLLR-normalized features. The proposed method does not require two-pass decoding. In addition separate enrollment data is not required to estimate the fMLLR transforms in test time.

In Section 2, we review conventional VAE and joint VAE. In Section 3, speaker adaptation with joint VAE is discussed. Experimental setup and results are presented in Section 4. Finally, conclusions are presented in Section 5.

2. Review of Variational autoencoders and joint VAE

In recent years, VAEs have gained traction for unsupervised learning of unknown and intractable distributions. These models are essentially an encoder-decoder based model where the encoder maps input feature space to latent space and the decoder tries to reconstruct the features given samples from latent space. Standard VAE tries to reconstruct the input space and hence it does not offer domain translation. Recently we proposed joint VAE \cite{14} which enables domain transformation by learning a joint distribution of two domains for a common latent space. Details of standard VAE and joint VAE are explained in the following sections.

2.1. Variational Autoencoder (VAE)

The underlying principle in VAE is to assume that the observed data has been generated by a random process that involves latent variables. Let the sequence of latent variables be $z_1, z_2, \ldots, z_N$ and the observed data be denoted by $x_1, x_2, \ldots, x_N$. In order to model the observed process, it is necessary to estimate the posterior distribution $p_{\theta}(z|x)$ given samples from input space distribution, where $p_{\theta}$ denotes
family of distributions parameterized by $\theta$. Using Baye’s rule $p_{\theta}(z|\mathbf{x}) = p_{\theta}(\mathbf{x}|z)p_{\theta}(z)/p_{\theta}(\mathbf{x})$. In practice $p_{\theta}(z|\mathbf{x})$ becomes intractable even for a simpler distribution family. So it is approximated by another parametrized distribution by minimizing Kullback-Leibler (KL) divergence between the two. Let the other distribution be denoted by $q_{\phi}(z|\mathbf{x})$. Now, KL-divergence is minimized between $p_{\theta}(z|\mathbf{x})$ and $q_{\phi}(z|\mathbf{x})$. It is straightforward to show that following relation holds

$$\log p_{\theta}(\mathbf{x}) = L_1(\theta, \phi, \mathbf{x}) + KL(q_{\phi}(z|\mathbf{x}) || p_{\theta}(z|\mathbf{x}))$$

(1)

$$L_1(\theta, \phi, \mathbf{x}) \geq L_1(\theta, \phi, \mathbf{x})$$

(2)

where $p_{\theta}(\mathbf{x})$ denotes the marginal distribution of the observed data and $L_1(\theta, \phi, \mathbf{x})$ is called the variational lower bound, which is derived as

$$L_1(\theta, \phi, \mathbf{x}) = \int q_{\phi}(z|\mathbf{x}) \log \frac{p_{\theta}(\mathbf{x}, z)}{q_{\phi}(z|\mathbf{x})}$$

(3)

$$= E_{q_{\phi}(z|\mathbf{x})}{\log p_{\theta}(\mathbf{x}|z)} - KL(q_{\phi}(z|\mathbf{x}) || p_{\theta}(z))$$

Commonly, the prior $p_{\theta}(z)$ is modeled by isotropic Gaussian distribution $p_{\theta}(z) = \mathcal{N}(\mathbf{0}, I)$ and the distributions $q_{\phi}(z|\mathbf{x})$ and $p_{\theta}(z|\mathbf{x})$ by diagonal Gaussian distributions which are represented by neural networks. Parameters $\phi$ and $\theta$ of the these distributions are jointly estimated by minimizing negative of the variational bound (Eq 3). To compute expectation term in Eq 3 of variational lower bound, samples $\mathbf{z}$ needs to be drawn from the posterior $q_{\phi}(z|\mathbf{x})$. Since sampling is a non-differentiable operation, the standard error back-propagated cannot directly be applied for the training. To handle this limitation, the re-parameterization trick [10] is used to make the sampling operator differentiable.

It is important to note here that it may appear that conventional VAE may be extended for domain conversion. In past, it has been explored for speech enhancement task (denoising VAE (DVAE) [15]) where conventional VAE is applied to learn a mapping from noisy to clean speech domains. However from Eq. 3, it may be noted that in VAE, the input and output random processes must be the same, i.e., $\mathbf{z}$. If the input and output are forced to be different, as in the case of DVAE, the results may become unpredictable. Therefore from a theoretical point of view, such domain conversion cannot be justified within the premises of conventional VAE. For this reason, results are not shown for DVAE in this paper.

### 2.2. Joint Variational Autoencoder (Joint VAE)

In this section, we present a detailed description of joint VAE [14]. For consistency, we denote input features or input domain (speaker independent) by $\mathbf{x}$ and output domain (speaker normalized) by $\mathbf{y}$. Our motivation is to learn mapping from $\mathbf{x}$ to $\mathbf{y}$ in a time synchronous fashion. We assume to have access to parallel data for these domains aligned in time at the training phase. In joint VAE, the distribution of the data from input domain and output domains are modeled using a joint probability distribution, and the variational lower bound is re-defined as follows

$$L_2(\theta, \phi, \mathbf{x}, \mathbf{y}) = \int q_{\phi}(z|\mathbf{x}, \mathbf{y}) \log \frac{p_{\theta}(\mathbf{x}, \mathbf{y}, z)}{q_{\phi}(z|\mathbf{x}, \mathbf{y})}$$

$$= E_{q_{\phi}(z|\mathbf{x}, \mathbf{y})}{\log p_{\theta}(\mathbf{x}, \mathbf{y}|z)} + E_{q_{\phi}(z|\mathbf{x}, \mathbf{y})}{\log p_{\theta}(\mathbf{y}|\mathbf{x}, z)}$$

$$- KL(q_{\phi}(z|\mathbf{x}, \mathbf{y}) || p_{\theta}(z))$$

(4)

The modified lower bound consists of two conditional distributions $p_{\theta}(\mathbf{y}|\mathbf{x}, z)$ and $p_{\theta}(z)$ and the posterior distribution $q_{\phi}(z|\mathbf{x}, \mathbf{y})$, each of which is represented using a neural network.

In this section, we present a detailed description of joint VAE [14]. For consistency, we denote input features or input domain (speaker independent) by $\mathbf{x}$ and output domain (speaker normalized) by $\mathbf{y}$. Our motivation is to learn mapping from $\mathbf{x}$ to $\mathbf{y}$ in a time synchronous fashion. We assume to have access to parallel data for these domains aligned in time at the training phase. In joint VAE, the distribution of the data from input domain and output domains are modeled using a joint probability distribution, and the variational lower bound is re-defined as follows

$$L_2(\theta, \phi, \mathbf{x}, \mathbf{y}) = \int q_{\phi}(z|\mathbf{x}, \mathbf{y}) \log \frac{p_{\theta}(\mathbf{x}, \mathbf{y}, z)}{q_{\phi}(z|\mathbf{x}, \mathbf{y})}$$

$$= E_{q_{\phi}(z|\mathbf{x}, \mathbf{y})}{\log p_{\theta}(\mathbf{x}, \mathbf{y}|z)} + E_{q_{\phi}(z|\mathbf{x}, \mathbf{y})}{\log p_{\theta}(\mathbf{y}|\mathbf{x}, z)}$$

$$- KL(q_{\phi}(z|\mathbf{x}, \mathbf{y}) || p_{\theta}(z))$$

(4)

The modified lower bound consists of two conditional distributions $p_{\theta}(\mathbf{y}|\mathbf{x}, z)$ and $p_{\theta}(z)$ and the posterior distribution $q_{\phi}(z|\mathbf{x}, \mathbf{y})$, each of which is represented using a neural network. It may be noted here that we have made an approximation $q_{\phi}(z|\mathbf{x}, \mathbf{y}) = q_{\phi}(z|\mathbf{x})$ assuming the mapping between domains $\mathbf{x}$ and $\mathbf{y}$ is deterministic. All the above conditional distributions are modeled by a diagonal Gaussian distribution

$$p_{\theta}(\mathbf{y}|\mathbf{x}, z) = \mathcal{N}(\mathbf{f}_{\theta}(\mathbf{x}, z; \theta), \exp(f_{\log \sigma}(\mathbf{x}, z; \theta)))$$

$$p_{\theta}(\mathbf{y}|\mathbf{x}, z) = \mathcal{N}(\mathbf{f}_{\theta}(\mathbf{x}, z; \theta), \exp(f_{\log \sigma}(\mathbf{x}, z; \theta)))$$

$$q_{\phi}(z|\mathbf{x}) = \mathcal{N}(\mathbf{f}_{\phi}(\mathbf{x}; \phi), \exp(g_{\log \sigma}(\mathbf{x}; \phi)))$$

(5)

and the prior $p_{\theta}(z)$ is modeled by isotropic Gaussian and the network parameters are jointly optimized by minimizing negative of modified lower bound (Eq 4). In practice, the actual loss that is used to train networks is defined by

$$L_3 = \lambda_1 \text{MSE}_x + \lambda_2 \text{MSE}_y + \lambda_3 \text{KLD},$$

(6)

where the first term is $\text{MSE}_x$ is heteroscedastic MASE [16] between input $\mathbf{x}$ and reconstructed $\mathbf{x}$ output, the second term $\text{MSE}_y$ is heteroscedastic MASE between true $\mathbf{y}$ and reconstructed $\mathbf{y}$ output. The third term is KL-divergence between $q_{\phi}(z|\mathbf{x})$ and prior distribution $p_{\theta}(z)$. In the joint VAE loss, the role of the the KLD term is to smoothen the decision boundaries among different classes. It forces the distribution $q_{\phi}(z|\mathbf{x})$ to be as close to isotropic diagonal Gaussian and it induces inherent disentanglement [17], whereas the reconstruction terms encourage deviation from prior distribution in the latent space so as to encode data effectively in different dimensions of the latent variables.

The block diagram of joint VAE is shown in Figure 1 as discussed in original joint VAE paper [14]. In contrast to conventional VAE, the joint VAE consists of one encoder and two decoders shown as Encoder and Decoder. The last LSTM layer of the encoder is followed by two parallel fully connected layers with linear activation, predicting mean and log-variance. Similarly, the lower decoder network consists of two parallel fully connected layers with linear activation, predicting mean and log-variance. It takes $\mathbf{x}$ as input and predicts mean and log-variance of $\mathbf{x}$. The upper decoder takes $\mathbf{z}$ and $\mathbf{x}$ as input and predicts the mean and log-variance of $\mathbf{y}$. 

![Figure 1: Joint VAE architecture](image)
Table 1: WER (%) of acoustic models trained on different types of features

<table>
<thead>
<tr>
<th>Features</th>
<th>Speaker-wise Normalization</th>
<th>Utterance-wise Normalization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dev_clean</td>
<td>dev_other</td>
</tr>
<tr>
<td>fMLLR</td>
<td>6.35</td>
<td>21.26</td>
</tr>
<tr>
<td>Filterbank</td>
<td>8.75</td>
<td>29.7</td>
</tr>
<tr>
<td>Filterbank + i-vector</td>
<td>8.09</td>
<td>27.65</td>
</tr>
<tr>
<td>Denoising Autoencoder</td>
<td>8.34</td>
<td>28.5</td>
</tr>
<tr>
<td>joint VAE</td>
<td>6.70</td>
<td>23.55</td>
</tr>
</tbody>
</table>

3. Speaker Adaptation using joint VAE
One of the popular methods for speaker adaptation (normalization) is fMLLR [2]. To facilitate fMLLR adaptation, an affine transform is estimated for every test speaker using a GMM-HMM model. It is a common practice to follow two pass decoding to estimate the fMLLR transforms. In the first pass, decoding is done using speaker independent (SI) features and SI model. The alignment generated using the first-pass hypothesis is used to collect statistics and estimate the fMLLR transform. Then decoding is applied again using the fMLLR transformed (speaker normalized) features using SI model. When fMLLR adaptation is also done in the training time, it is called speaker adaptive training (SAT) [2]. SAT has been shown to provide significant improvement even for DNN-HMM framework [18, 1, 19], where the DNN-HMM are trained and tested together.

3.1. Experimental Setup
The experiments are conducted on the Librispeech corpus [20]. Training is done on the 100 hours subset and the results are reported on all 4 standard Librispeech test cases, namely, dev_clean, dev_other, test_clean and test_other. The GMM-HMM is trained using standard recipe for Librispeech in the Kaldi toolkit [21] and the joint VAE networks and the LSTM-HMM based acoustic models are trained using pytorch. SAT training was applied to GMM-HMM model using global fMLLR estimated on top of LDA+MLLT features. We used this model to generate alignment for LSTM-HMM training. Decoding is done using “gsmall” language model (LM), which is a 3-gram LM pruned with $3e^{-7}$ threshold, followed by rescoring using “fglarge” LM, which is a 4-gram LM. The LSTM-HMM consists of 3 LSTM layers with 512 cells each and cross entropy loss is used to train this model. Left context of 20 frames is used for better cell state initialization before processing a sequence of 30 frames. Adam optimizer is used with learning rate varying from 0.001 to 0.0001 following an exponential learning rate scheduler for initial 20 epochs and then further 5 epochs with fixed final learning rate.

4. Experiments and Results

4.1. Experimental Setup
The experiments are conducted on the Librispeech corpus [20]. Training is done on the 100 hours subset and the results are reported on all 4 standard Librispeech test cases, namely, dev_clean, dev_other, test_clean and test_other. The GMM-HMM is trained using standard recipe for Librispeech in the Kaldi toolkit [21] and the joint VAE networks and the LSTM-HMM based acoustic models are trained using pytorch. SAT training was applied to GMM-HMM model using global fMLLR estimated on top of LDA+MLLT features. We used this model to generate alignment for LSTM-HMM training. Decoding is done using “gsmall” language model (LM), which is a 3-gram LM pruned with $3e^{-7}$ threshold, followed by rescoring using “fglarge” LM, which is a 4-gram LM. The LSTM-HMM consists of 3 LSTM layers with 512 cells each and cross entropy loss is used to train this model. Left context of 20 frames is used for better cell state initialization before processing a sequence of 30 frames. Adam optimizer is used with learning rate varying from 0.001 to 0.0001 following an exponential learning rate scheduler for initial 20 epochs and then further 5 epochs with fixed final learning rate.

4.2. Baseline models
We compare the performance of the proposed joint VAE against four baseline systems. The first system is a SAT LSTM-HMM system trained on 60-dimensional fMLLR-normalized features with ±2 splicing. In the decoding time, the fMLLR matrices are obtained from the GMM-HMM SAT model following two pass decoding. This result form the upper bound model for all our experiments described in this paper. Second system is a speaker independent system trained on 41-dimensional log-mel filterbank features with ±2 splicing. The third model is trained on 41-dimensional log-mel filterbank features with ±2 splicing concatenated with 40-dimensional i-vectors [9] for speaker aware training. It is well known that i-vectors encode rich speaker information in a low dimensional space. When concatenated with acoustic features, it gives a significant improvement in ASR accuracy.

We also compare the performance against conventional denoising autoencoder (DA) framework. Following [9], the baseline DA is trained to map filterbank features to fMLLR-normalized features. This DA consists of 5 layer LSTM followed by a fully connected layer. It may be noted that our joint VAE architecture consists of 3 layer encoder and 2 layer decoder, thus has similar modeling power as the DA model. The mean square error (MSE) between true and predicted fMLLR-normalized features is minimized to train the DA. We use stochastic gradient descent (SGD) [22] optimizer with learning rate 0.001 and momentum of 0.9. Once this DA is trained, we train the acoustic model again using speaker normalized features obtained from this DA as input. At test time, filterbank features are first passed through the DA and then given to this LSTM-HMM acoustic model for decoding.

4.3. Proposed joint VAE
The joint VAE architecture is shown in Figure 1. The encoder network comprises of 3 LSTM [23] layers, each consisting of 512 hidden cells. The lower decoder subnetwork, Decoder, comprises of 2 LSTM layers consisting 512 hidden cells each. The upper decoder subnetwork, Decoder, has same layer struct-
tured as $\text{Decoder}_y$. The model is trained by minimizing the loss function defined in Eq 6 using SGD optimizer with momentum of 0.9. The learning rate is decreased from 0.001 to 0.0001 in a step-wise fashion after every 10 epochs until 45 epochs. The model is trained for 5 more epochs with fixed final learning rate. The value of hyperparameters $\lambda_1$, $\lambda_2$ and $\lambda_3$ are taken as 1, 10 and 0.1 respectively, as mentioned in [14]. The acoustic model is trained jointly with the joint VAE model using the mean predicted by $\text{Decoder}_y$, implying that the ASR model is trained on predicted iMLLR-normalized features. At test time, filterbank features are passed through joint VAE and the resulting features are given to the acoustic model for decoding.

4.4. Results

Results are shown in Table 1. The columns under “Speaker-wise Normalization” imply that at test time iMLLR transforms and i-vectors are estimated on a per-speaker basis, whereas the columns under “Utterance-wise Normalization” mean per-utterance estimation. At the training time, the iMLLR and i-vectors are estimated on a per-speaker scenario, whereas test was conducted on both speaker-wise and utterance-wise estimation of iMLLR and i-vectors.

The results in the first row of Table 1 correspond to the ASR system trained and tested using iMLLR-normalized features, termed as iMLLR-ASR. It can be seen as the upper bound for the extent of this paper. It may be observed from second row of the Table that ASR trained with filterbank features (without speaker adaptation) performs significantly worse than iMLLR-ASR. This model is termed as bank-ASR. From the third row, we note that concatenating i-vectors with filterbank features provides significant improvements over bank-ASR, still it is considerably inferior to iMLLR-ASR.

Results with DA and joint VAE are also shown in Table 1. In these cases, the filterbank features are mapped to iMLLR-normalized features. It may be noted from the Table that DA provides a slight improvement over filterbanks only features (bank-ASR). From the results, it may be concluded that the generalization power of DA to unseen speakers [9] is rather poor. The proposed joint VAE, on the other hand, yields a large improvement compared to filterbank features, indicating that the generalization power is far superior to DA. It is also noted that the performance of joint VAE is now close to the conventional SAT system. Specifically, our proposed method, on dev_clean test cases with speaker-wise normalization, shows a relative improvement of 23.42% in WER compared to bank-ASR, 17.18% compared to filterbank+i-vectors ASR and 19.60% compared to conventional DA baseline. At the same time, the drop from the upper bound is only 5.22% in relative terms. It is clear from the results that joint VAE outperforms DA mapping and all the other ASR baselines by a large margin whereas the drop in WER from the upper bound is small. It may be noted here that decoding using our proposed method is done in a single pass, in contrast to two pass decoding in the case of iMLLR-ASR — still the performances are close.

As evident from Table 1, iMLLR-ASR performs significantly worse in utterance-wise normalization scenario as compared to speaker-wise normalization scenario. At the same time, iMLLR-ASR performs better than the ASR trained on filterbank features in utterance-wise normalization scenario. We would like to emphasize here that utterance-wise normalization resembles closely with real time applications of ASR, in which case our proposed method outperforms every baseline method considered in this paper by a large margin.

5. Conclusions

In this paper, we explore joint VAE for speaker adaptation. We show that joint VAE based mapping from filterbank features to iMLLR-normalized features gives consistent improvements in all the test sets. Experimental results on Librispeech corpus show that the proposed method yields a relative improvement of 17.18% in WER compared to ASR trained using filterbank features concatenated with i-vectors. It is also shown that joint VAE outperforms conventional denoising autoencoder based mapping by a significant margin, obtaining a relative improvement of 19.06% in WER. In all related works explored by us, we believe that for the first time it is being shown that such mapping works with significant improvement in ASR accuracy.
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