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Abstract

In this paper, a multimodal speech emotion recognition system has been developed, and a novel technique to explain its predictions has been proposed. The audio and textual features are extracted separately using attention-based Gated Recurrent Unit (GRU) and pre-trained Bidirectional Encoder Representations from Transformers (BERT), respectively. Then they are concatenated and used to predict the final emotion class. The weighted and unweighted emotion recognition accuracy of 71.7% and 75.0% has been achieved on Emotional Dyadic Motion Capture (IEMOCAP) dataset containing speech utterances and corresponding text transcripts. The training and predictions of network layers have been analyzed qualitatively through emotion embedding plots and quantitatively by analyzing the intersection matrices for various emotion classes’ embeddings.

Index Terms: Multimodal emotion recognition, deep network explainability, intersection matrix, embedding plot.

1. Introduction

The need to develop multimodal speech processing systems capable of recognizing various emotions from speech is rapidly increasing [1]. Human emotions and intentions are well contained in the speech. Speech Emotion Recognition (SER) has a wide range of applications such as robotics, security, language translation, automated identification, intelligent toys, and lie detection [2]. Despite many developments in speech processing, natural emotion understanding is still a challenging task for computational systems [3].

Several attempts have been made to classify the emotional content portrayed by speech utterances [4, 5, 6]. In the context of using state-of-the-art Deep Neural Networks (DNNs) for SER, Majumder et al. [7] implemented an attention-based approach to track speakers’ identities showing specific emotions. Joint Feature Learning-based approaches have also been used for SER [8, 9, 10]. Researchers have attempted to use the information from text modality to improve SER [11, 12]. For example, Siriwardhana et al. [13] used transformer-based pre-trained models to fuse the information from text and speech modalities. In another work, H. Feng [8] combined an automatic speech recognition module along with the SER module. However, fine-tuning the pre-trained models for SER is a complex process, and it needs to be explored further [14].

Attention-based deep-learning approaches have started finding their application for SER [15, 16, 17]. In this regard, M. Xu [18] used multi-head self-attention and observed an increased performance. In another work, Seyedmahdad et al. [19] implemented local-attention to learn the emotion features automatically. However, the aforementioned deep-learning-based systems act as black-box. It is not possible to understand their internal mechanism [20].

Explaining the internal mechanism of deep-learning-based classification methods has emerged as a recent research topic [21]. In this context, Lin et al. [22] proposed a method for interpreting multimodal emotion recognition of biological signals using deep-learning. In another work, Zhang et al. [23] analyzed the effect of various audio features on emotion arousal and interpreted the corresponding response. Ribeiro et al. [24] developed a technique to find the input’s part responsible for a particular output. In another work, Shrikumar et al. [25] came up with a method to break down the output predictions by tracing the contributions of all the neurons. However, the above-discussed methods were unable to show the network’s layer-by-layer training. It inspired us to develop a method to explain and interpret a DNN based SER system’s predictions.

The proposed system encompasses a speech emotion recognition (SER) module and a text emotion recognition (TER) module. For the SER module, Gated Recurrent Units (GRUs) [26] have been implemented along with attention to extract the audio features. For the TER module, a pre-trained Bidirectional Encoder Representations from Transformers (BERT) model [27] has been used for textual feature extraction. The audio and textual features have been concatenated and used for the prediction of the final emotion class. A novel approach to explain the mechanism of the emotion recognition model has also been proposed. The proposed approach has achieved weighted and unweighted accuracy of 71.7% and 75.0%. The proposed system’s training and predictions have been explained by observing the intersection matrix’s values for the intermediate layers and the output layer. The code and supplementary file are available github.com/MIntelligence-Group/SpeechText_EmoRec.

The contributions of the paper are as follows. A deep-learning-based multimodal speech emotion recognition system has been developed that uses the corresponding text along with speech utterances. Then, a novel technique to explain the proposed system’s predictions has been proposed. We have defined the Intersection Matrix to calculate the intersection among the embeddings of various emotion classes. The emotion recognition mechanism has been qualitatively explained through emotion embedding plots. The proposed network’s training has been quantitatively interpreted by analyzing the intersection of various emotion classes in terms of the Intersection Matrix.

2. Multimodal Emotion Recognition

2.1. Proposed Methodology

The proposed system’s architecture is described in Fig. 1 and explained in the following sections.

2.1.1. Speech Emotion Recognition Phase

This phase takes a 128-dimensional mel-spectrogram (m), a 40 dimensional mel-frequency cepstral coefficients (MFCC, f),
and a 12-dimensional chroma (c) vectors as input. The attention mechanism has been implemented separately for each of these features to extract their parts with the most significant emotional information. For $i^{th}$ input sample, the speech feature vector $s_i$ is passed through the GRU layer for $T$ time-steps to obtain $s'_i$, where $t$ denotes $t^{th}$ time-step.

$$\{s'_i\}_{t=1}^T = GRU(s_i) \quad \forall s \in \{m,f,c\}$$  

(1)

The hidden representation $h_{i,t}$ of the speech tokens $s_{i,t}$ is computed in Eq.2. Then the similarity of $h_{i,t}$ is measured with context vector $s_w$ as the importance of $t^{th}$ speech part. The normalized importance weight $\alpha_{i,t}$ is obtained in Eq.3. Here, $T$ denotes transpose.

$$h_{i,t} = tanh(W_s s'_{i,t} + b_s)$$  

(2)

$$\alpha_{i,t} = \frac{\exp(h_{i,t}^T s_w)}{\sum_{t'} \exp(h_{i,t'}^T s_w)}$$  

(3)

Finally, the speech vector $a_i$ is calculated as the weighted sum of all the speech tokens based on the weights $\alpha_{i,t}$.

$$a_i = \sum_{t=1}^{T} \alpha_{i,t} s'_{i,t}$$  

(4)

Speech vector $a_i$ is passed through a dense layer to get the speech vectors $C_i$, $M_i$ and $F_i$ for Chroma and Mel-Spectrogram and MFCC features respectively.

### 2.1.2 Text Emotion Recognition Phase

In this phase, the text transcriptions corresponding to the speech utterances fed to SER phase are provided as the input to a pre-trained Bidirectional Encoder Representations from Transformer (BERT) model with 12 transformer blocks, 12 attention heads and 768 hidden units [27]. For the $i^{th}$ input token, it produces the encoded hidden vectors $E_i$ for the input embeddings $E_i$. The encodings for the special tokens [CLS: Classification] and [SEP: Separator] are denoted as $C_1$ and $C_2$. $\{x_{i,1}, x_{i,2} \ldots x_{i,T}\}$ are the input tokens for $T$ time-steps while $B_t$ denotes the text feature vector extracted by BERT module for $i^{th}$ input token.

#### 2.1.3 Multimodal Emotion Recognition Phase

Then we have concatenated all the four vectors $C_i$, $M_i$, $F_i$, $B_i$ and passed the concatenated layer through a dense layer which gives us $E_i$. Then the final vector $E_i$ is passed to a softmax layer to get the predictions as Eq given below. We have used the sparse categorical cross-entropy as the loss function and Adam as the optimizer. The model is updated in response to the loss function’s output in every iteration. Here $i$ is the emotion class, $y_i$ is the prediction for $i^{th}$ class, $W$ is the weight matrix, and $b$ is the bias term.

$$y_i = softmax(W^T E_i + b)$$  

(5)

### 2.2 Explainability of Multimodal Emotion Recognition

The proposed approach explains the mechanism of the emotion recognition model by observing emotion clusters for various layers. It contains the following steps:

i) For every emotion class $i$, compute the principle components $(x_i, y_i, z_i)$ of the embedding of $p^{th}$ layer from the end.

ii) For every emotion class $i$ and $(x_i, y_i, z_i)$ components, mean $m_i$ and standard deviation $\sigma_{m_i}$ are calculated as follows, where $m_i$ is the no. of samples for $i^{th}$ class and $k$ is the $k^{th}$ data point.

$$m_i = \frac{1}{n_i} \sum_{k=1}^{n_i} m_{k} \quad \sigma_{m_i} = \frac{1}{n_i} \sum_{k=1}^{n_i} (m_{k} - m_i)^2$$  

(6)

iii) $[L_i(m), R_i(m)]$ is defined as the range for $i^{th}$ emotion where $R_i(m)$ and $L_i(m)$ are the right and left extreme points for $i^{th}$ emotion class’s $m^{th}$ component’s spread. The extreme points are defined using Eq. 7 and range is defined for every principle component.

$$L_i(m) = m_i - 2\sigma_{m_i} \quad R_i(m) = m_i + 2\sigma_{m_i} \quad \forall m \in \{x,y,z\}$$  

(7)

iv) Eq. 8 computes the intersection between emotion classes $i$ and $j$, i.e., $I_{i,j}(m)$. Here, $I_{i,j}(m)$ is the intersection between spread of $m^{th}$ component’s data for emotion classes $i$ and $j$.

$$I_{i,j}(m) = \max\{(\min(R_i(m), R_j(m)) - \min(L_i(m), L_j(m))), 0\} \min(R_i(m), R_j(m)) - \min(L_i(m), L_j(m))$$  

(8)

$$\forall m \in \{x,y,z\} \quad \forall i,j \in \{1, 2, 3, 4\}$$

v) The total intersection between two emotion classes $i$ and $j$ is denoted as $I_{i,j}$. As shown in Eq. 9, it is calculated as the product of all component-wise intersections between emotion classes $i$ and $j$. The values for $I_{i,j}$ are in the range $[0,1]$. It has a maximum value of one when $i = j$, i.e., when the spread of $m^{th}$ component’s data is same for two emotion classes.

$$I_{i,j} = I_{i,j}(x) * I_{i,j}(y) * I_{i,j}(z)$$  

(9)

vi) Finally, the Intersection Matrix of size 4 x 4 is defined as $I$. The $(i,j)^{th}$ element of $I$ represents the total intersection $I_{i,j}$.
between the emotion classes \(i\) and \(j\). Lower value of \(I_{i,j}\) for \(i \neq j\) corresponds to better classification of the elements of \(i^{th}\) and \(j^{th}\) emotion classes into different emotion clusters. Fig. 2 shows an example of intersection calculation steps to demonstrate the aforementioned concept.

\[
\begin{align*}
&\text{I. } \min(R_i(m), R_j(m)) = R_j(m) \\
&\text{II. } \max(L_i(m), L_j(m)) = L_i(m) \\
&\text{III. } \min(L_i(m), L_j(m)) = L_j(m) \\
&\text{IV. } \max(R_i(m), R_j(m)) = R_i(m) \\
&\text{V. } \frac{R_i(m) - L_j(m)}{a} \Rightarrow I_{i,j}(m) = a/b \\
&\text{VI. } \frac{R_i(m) - L_j(m)}{b} \Rightarrow L_j(m) = a/b
\end{align*}
\]

Figure 2: Example calculation of \(I_{i,j}(m)\) for \(m^{th}\) component in emotion class \(i, j\). Here \(L_i(m)\) and \(R_i(m)\) denote left and right extreme of \(i^{th}\) emotion’s \(m^{th}\) component’s data spread.

3. Experiments and Results

3.1. Implementation

3.1.1. Dataset and Training Strategy

We have trained and evaluated the proposed system on the Interactive Emotional Dyadic Motion Capture (IEMOCAP) dataset [28] containing speech utterances and corresponding text transcriptions. Four emotion classes, i.e., ‘angry,’ ‘happy,’ ‘sad,’ and ‘neutral,’ have been used to compare with the previous works that used the IEMOCAP dataset. The speech samples marked as ‘excited’ have been merged with the samples marked as ‘happy.’ The merging of emotion labels has been done based on Plutchik’s wheel of emotions [29]. The training-testing split of 80%-20% and 5-fold cross-validation has been used.

3.1.2. Ablation Study

The ablation study has been performed to select the appropriate architecture for the proposed model. The intersection matrix is used to determine the number and size of its dense layers.

a) Deciding the number of layers

Table 1 and 2 depict the intersection matrices of the models when two and three dense layers are used along with a concatenation layer. Both the models are trained for the same number of epochs, and the convergence of intersection matrices’ values is observed. As observed from Table 2, adding one more layer has degraded the overall performance as the values in intersection matrices are larger than the values in Table 1. It suggests using two dense layers along with a concatenation layer.

b) Deciding the size of the layers

We have experimented with different sizes for the second-last layer by keeping the dimensions of other layers fixed. We have considered three different sizes, i.e., 400, 600, and 800-dimensional layers. Table 1, 3 and 4 show the intersection matrices for last three layers for the models with 600, 400 and 800 dimensional second-last layer. The smaller intersection values for the last layer in Table 1 suggest using a 600-dimensional second-last layer for faster convergence. It has been implemented for the final model containing two dense layers after the concatenation layer.

3.2. Results & Evaluation

The experimental results for IEMOCAP dataset are discussed as follows, while the results for two more datasets (RAVDESS [30] and MSP-IMPROV [31]) are included in the supplementary file.

3.2.1. Accuracy & Confusion Matrix

Fig. 3 shows the confusion matrix for the proposed method. It has resulted in an unweighted emotion recognition accuracy of 75% and weighted accuracy of 71.7%.

3.2.2. Embedding Plots & Intersection Matrix

The emotion embedding plots for the trained model have been visualized in Fig. 4. The Intersection matrix has been used to explain the emotion classification mechanism of the proposed method. Table 5 shows the intersection matrices for the last three layers of the trained network. The clusters of the same emotions should overlap, and those for different emotions should be separated. The value of one for the diagonal elements and convergence of non-diagonal elements’ values to zero validates this hypothesis. Inter-emotion clusters’ separability improves from intermediate to output layers. The decrease in non-diagonal elements’ values in the intersection matrix affirms that the model has learned to classify various emotions.

3.2.3. Comparison with State-of-the-art results

Table 6 compares the performance of the proposed model with the baseline method and state-of-the-art (SOTA) SER approaches. The baseline is an end-to-end multimodal framework containing dense layers without attention for the SER phase and Long Short Term Memory (LSTM) based DNN for the TER phase. The complete architecture of the baseline model and the ablation study to determine it has been included in the supplementary file. For SOTA, various methods that have reported the best emotion recognition accuracy for IEMOCAP dataset have been considered.

Table 6: Result comparison with state-of-the-art methods. ‘UA’ and ‘WA’ denote the Unweighted and the Weighted Accuracies; ‘A’ and ‘T’ represent Speech and Text modalities respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Modality</th>
<th>UA</th>
<th>WA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-trained Transformer [17]</td>
<td>A</td>
<td>—</td>
<td>61.80%</td>
</tr>
<tr>
<td>RNN + Attention [7]</td>
<td>A</td>
<td>—</td>
<td>62.75%</td>
</tr>
<tr>
<td>RNN + Local Attention [19]</td>
<td>A</td>
<td>63.50%</td>
<td>58.80%</td>
</tr>
<tr>
<td>Memory Network [6]</td>
<td>A</td>
<td>63.80%</td>
<td>—</td>
</tr>
<tr>
<td>Self-attention for SER [15]</td>
<td>A</td>
<td>65.40%</td>
<td>66.90%</td>
</tr>
<tr>
<td>Attention Head Fusion [18]</td>
<td>A</td>
<td>67.28%</td>
<td>67.94%</td>
</tr>
<tr>
<td>Feature Learning [10]</td>
<td>A</td>
<td>68.10%</td>
<td>63.80%</td>
</tr>
<tr>
<td>End-to-end SER [8]</td>
<td>A</td>
<td>69.70%</td>
<td>68.60%</td>
</tr>
<tr>
<td>Transfer Learning [5]</td>
<td>A</td>
<td>68.70%</td>
<td>—</td>
</tr>
<tr>
<td>LSTM + GloVe [12]</td>
<td>A</td>
<td>69.74%</td>
<td>—</td>
</tr>
<tr>
<td>Baseline Method (ours)</td>
<td>A</td>
<td>72.3%</td>
<td>63.25%</td>
</tr>
<tr>
<td>Proposed Method (ours)</td>
<td>A</td>
<td>75.00%</td>
<td>71.70%</td>
</tr>
</tbody>
</table>
4. Conclusion and Future Work

A deep-learning-based system has been developed to recognize emotions from speech utterances and corresponding text. It has performed better than the existing SER methods. A novel technique has been proposed to explain the training and predictions of the proposed system. It helped in understanding the convergence of emotion embedding plots for the layers of the implemented architecture. In the future, we plan to incorporate more modalities such as video and images and work on making the intersection matrix more informative.
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