Speech Emotion Recognition via Multi-Level Cross-Modal Distillation

Ruichen Li+, Jinming Zhao+, Qin Jin*

School of Information, Renmin University of China, China
{ruichen, zhaojinming, qjin}@ruc.edu.cn

Abstract

Speech emotion recognition faces the problem that most of the existing speech corpora are limited in scale and diversity due to the high annotation cost and label ambiguity. In this work, we explore the task of learning robust speech emotion representations based on large unlabeled speech data. Under a simple assumption that the internal emotional states across different modalities are similar, we propose a method called Multi-level Cross-modal Emotion Distillation (MCED), which trains the speech emotion model without any labeled speech emotion data by transferring emotion knowledge from a pretrained text emotion model. Extensive experiments on two benchmark datasets, IEMOCAP and MELD, show that our proposed MCED can help learn effective speech emotion representations which generalize well on downstream speech emotion recognition tasks.

Index Terms: speech emotion recognition, cross-modal transfer, pretraining

1. Introduction

Emotions play the important role in speech communications. Speech emotion recognition has attracted more and more attention from researchers. It has a wide range of applications, such as assisting mental health analysis [1], improving natural human-machine interaction [2] etc. However, the research and application of speech emotion recognition suffers greatly from data scarcity [3]. Current state-of-the-art speech emotion recognition benchmarks have great limitations in terms of naturalness, speaker diversity, annotation quality, and data scale. Previous works have proposed various methods to improve the generalization ability of speech emotion recognition models, including data augmentation [4, 5], semi-supervised learning [6, 7], etc. However, the essential obstacle to the robustness and generalization ability caused by data scarcity remains unsolved.

With the rapid development in the field of computer vision and neutral language processing, the performance of facial emotion recognition and text sentiment recognition has been greatly improved. Therefore, cross-modal transferring-based methods, which transfer expression from one domain (such as visual and text) to another domain (such as speech) through cross-modal distillation, have provided another possibility to solve the problem. Cross-modal distillation aims to transfer supervision and knowledge between different modalities. It normally adopts a teacher-student learning mechanism, where the teacher model is reliably trained on one modality with sufficient supervised data, and then the student model on another modality without supervised data is trained by transferring from the teacher model. The distillation methods usually involve the traditional response-level knowledge distillation [8, 9, 10], which uses the logits as the supervision, and feature-level distillation [11, 12], which encourages a student network to mimic the intermediate representations of a teacher network. Won et al. [13] propose to learn an end-to-end spoken language understanding (student) model using supervision from a BERT language model, which transfers the response-level knowledge from text modality to the audio modality. Gupta et al. [14] propose to learn an image model on depth or flow modality via distilling feature-level knowledge from the RGB modality. For the speech emotion recognition task, Albanie et al. [15] propose a method to train a speech emotion recognition model via response-level distillation from a pre-trained facial emotion recognition model given visual-audio pairs without labeled speech data. However, most above previous works simply apply the coarse-grained supervision for cross-modal distillation, such as only one distillation strategy or coarse-grained feature-level distillation, which can hardly make full use of the information from the teacher model.

In this work, we proposed a Multi-level Cross-modal Emotion Distillation (MCED) method to make better use of the knowledge from the teacher model. In MCED, in addition to using the traditional response-level knowledge distillation, we propose a novel feature-level fine-grained cross-modal transfer method that applies on multiple intermediate layers of the teacher’s hidden representations for incremental knowledge extraction. We collect a large dataset with unlabelled audio-text pairs as a bridge to transfer the knowledge from the teacher model to better train a robust speech emotion recognition student model. Different from the visual-audio cross-modal distillation [15], we consider using text-audio cross-modal transfer, which can be more reasonable and efficient as follows: 1) the text modality naturally has a stronger connection with the audio modality as it contains the intention of what the speaker wants to express. 2) movement of lips and facial muscles when speaking may interfere with facial expression recognition, which may result in inaccurate emotion prediction [16, 17, 18]. 3) text modality naturally expresses utterance-level emotion, while facial emotion recognition model is based on frame-level, and how to get the utterance-level emotion through the frame-level is also a difficult problem. Therefore, in this work, we propose an approach to train a speech emotion recognition model via text-audio cross-modal distillation.

The main contributions of this work are: 1) We propose a novel Multi-level Cross-modal Emotion Distillation (MCED) approach to learn the robust speech emotion representations via transferring from the text modality. 2) We collect a large movie data with audio-text pairs for the cross-modal distillation, which will be available at https://github.com/AIM3-RUC/MCED. 3) Our proposed model achieves state-of-the-art performance on both IEMOCAP and MELD datasets.

2. Method

We aim to learn useful emotional speech representations without any labeled speech emotion data, which can benefit downstream low-resource speech emotion recognition tasks. We propose a model with Multi-level Cross-modal Emotion Distilla-
emotional probability distribution. The objective function can be formulated as:

\[ p_i^t = \frac{\text{softmax}(z_i^t/\text{temp})}{\sum_{i'} \text{softmax}(z_{i'}^t/\text{temp})} \]

where \( z_i^t \) and \( z_{i'}^t \) are the logits output from the teacher and student model given \( i \)-th audio-text pair. \( N_{\text{data}} \) denotes the total number of audio-text pairs for training. \( p_i^t \) and \( p_i^s \) denote the “soft-targets” of the \( i \)-th sample produced by the teacher and the student model respectively. \( \text{temp} \) refers to the temperature hyper-parameter described in [8], which could soften the predicted distribution and better train the student model. By optimizing the response-level distillation loss \( L_{RL} \), higher-level emotional probability information could be transferred from the teacher to the student model.

Moreover, we propose a feature-level knowledge transfer strategy, so that the student can learn more knowledge from the hidden representations of multiple intermediate layers in the network [22] to learn temporal-aware features. A max-pooling layer is used to get the emotion-salient utterance-level representations based on the output of the last layer of the transformer encoder network. Finally, we use several fully connected layers as a classifier to predict the probability distribution of emotion classes. The emotion distribution of the student model can be formulated as \( z_i^s = f(A_i; \theta_s) \), where \( \theta_s \) and \( z_i^s \) are the parameters of the student model and the output of its logits layer for the \( i \)-th sample, respectively.

2.3. Multi-level Cross-modal Emotion Distillation

The proposed multi-level cross-modal emotion distillation (MCED) method involves transferring the response-level and feature-level knowledge from the teacher model to the student model. Following the protocol of classical knowledge distillation [8, 23, 24], we transfer the response-level knowledge from the teacher model to the student model through minimizing the distance between the “soft-target” produced by the teacher and the student model. To be specific, we use Kullback-Leibler divergence [25] to measure the distance of the “soft-target” emotion probability distribution. The objective function can be formulated as:

\[ L_{RL} = -\frac{1}{N_{\text{data}}} \sum_{i} KL(p_i^t || p_i^s) \]

Figure 1: Illustration of the proposed pipeline, which consists of three phases: 1) training a strong teacher model through a three-stage training strategy; 2) training the student model via multi-level cross-modal emotion distillation (MCED) with the pretrained teacher model fixed on large unlabeled audio-text pairs; 3) finetuning the student model on the benchmark datasets for evaluation.
the teacher model. However, the word feature sequence from the text and the acoustic feature sequence produced by the student’s CNN block are not aligned. Inspired by [26, 27], we apply attention mechanism to learn the audio-to-text alignment via a soft-align network block, which consist three weight matrices: \( W_q \in \mathbb{R}^{d_t \times d_t} \), \( W_k \in \mathbb{R}^{d_t \times d_t} \), and \( W_v \in \mathbb{R}^{d_t \times d_t} \). \( W_q \) performs linear transformation of the query, which is applied as the teacher’s hidden states of each word. \( W_k \) and \( W_v \) perform linear transformation of the key and value, which transforms the student hidden states to the same dimension as the teacher’s. To be specific, we denote the set of intermediate layers in the teacher model for distillation as \( I^t \), and the corresponding transformer layers of the student network as \( I^s \), where \( |I^s| = |I^t| \) (eg:\( I^s = \{6, 8, 10, 12\} \) and \( I^t = \{3, 4, 5, 6\} \)). Given the \( j \)-th intermediate layer pairs, let us denote \( m = I^t_j \) and \( n = I^s_j \) for aligning the hidden states of the \( m \)-th layer of the teacher model and \( n \)-th layer of the student model, and \( h^t_m \) and \( h^s_n \) for the hidden states of the corresponding layers respectively, where \( h^t_m \in \mathbb{R}^{T^t \times d_t} \), \( h^s_n \in \mathbb{R}^{T^s \times d_t} \), and \( T(\cdot) \) and \( d(\cdot) \) represent the sequence length and feature dimension respectively. The calculation of the soft-align block can be formulated as:

\[
\hat{h}^s_n = \text{softmax}(h^s_n W_q \sigma(h^t_m W_k)^T \sigma(h^s_n W_v))
\]

where \( \sigma \) denotes the GELU function, \( h^s_n \) denotes the soft aligned acoustic sequences, which has the same shape with the teacher’s word hidden states \( h^t_m \). We use mean square loss (MSE) to measure the feature-level distance. The loss function can be formulated as:

\[
\mathcal{L}_{FL} = \frac{1}{N_{\text{data}}} \sum_i \sum_j \lambda(j) \left\| h^t_{i,m} - \hat{h}^s_{i,n} \right\|_2^2
\]

where \( \lambda \) denotes the hyper-parameters of the loss weight for each intermediate layer pairs. Fine-grained knowledge could be transferred by optimizing the word aligned feature-level objective function \( \mathcal{L}_{FL} \). We jointly optimize the objective function to train the student model, with the fixed parameters of the teacher model, which can be formulated as:

\[
\theta_s = \arg \min \theta_s (\mathcal{L}_{RL} + \mathcal{L}_{FL})
\]

### 3. Experiments

#### 3.1. Datasets

##### 3.1.1. Teacher Text Emotion Datasets

To build a strong and robust teacher model, we combine two text emotion recognition corpora XED [28] and EmotionLines [29]. The XED dataset contains multilingual emotion annotated movie subtitles and we only use the utterances in English. The EmotionLines dataset contains utterances with emotion annotation in dialogue and we only use the Friends part of EmotionLines. Moreover, in order to combine these two datasets and build a class-balanced training set, we choose the 5 most common emotion categories (neutral, happiness, surprise, sadness, and anger) to form a training set for the teacher model, which we name as “Teacher Text Emotion Dataset”. The data distribution is shown in Table 1.

#### 3.1.2. EmoATMovie Dataset

Training a robust student model via transferring knowledge from the teacher model requires modality paired data. We collect 351 movies and TV shows and extract the soundtrack and corresponding subtitles of each spoken utterance. We filter out the utterance whose duration is shorter than 1.5sec or the transcript with only one word. In order to ensure the utterances are emotion salient, we feed each utterance text into the pretrained teacher model to predict its emotion category. Then we select the emotion salient utterances based on the prediction probability. In the end, we collect a dataset called “EmoATMovie”, which contains about 221k utterances with paired audio and text transcript. The detailed information of EmoATMovie is shown in Table 2.

#### 3.1.3. Benchmark Datasets

The Multimodal EmotionLines Dataset (MELD) dataset [30] and Interactive Emotional Dyadic Motion Capture (IEMOCAP) dataset [31] are two popular emotion recognition benchmark datasets, which are used to evaluate our student model. MELD contains more than 1300 dialogues and 13000 utterances from the Friends TV series with 304 speakers in total. We follow the standard data split [30], which contains 7 emotion categories. Note that there’s no overlap between the valid/test set of MELD and the training set of Teacher Text Dataset in text modality. IEMOCAP dataset contains recorded videos from 10 speakers in 5 dyadic conversation sessions. Each session contains dialogues between 2 speakers. We follow the data split setting as in [26, 6] to form the four-class (angry, happy, neutral and sad) emotion recognition task. The statistics of the two datasets are shown in Table 3.

#### 3.2. Implementation Details

For audio features, we extract 130 dimensional low-level descriptors using OpenSmile Toolkit [32] with the configuration of “IS16_ComparE”. For text input, we tokenize the sentence into a sequence of WordPieces [33]. The teacher model is built by finetuning BERT-base+ on the Teacher Text Emotion Dataset for max 6 epochs and the BERT-base+ is obtained by continuous pretraining BERT-base for 20 epochs on the OpenSubti-

### Table 1: Data Statistics of Teacher Text Emotion Dataset

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Neutral</th>
<th>Happiness</th>
<th>Surprise</th>
<th>Sadness</th>
<th>Anger</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>10193</td>
<td>3285</td>
<td>2908</td>
<td>2111</td>
<td>3175</td>
</tr>
<tr>
<td>Val</td>
<td>1270</td>
<td>419</td>
<td>389</td>
<td>287</td>
<td>481</td>
</tr>
<tr>
<td>Test</td>
<td>2889</td>
<td>838</td>
<td>792</td>
<td>564</td>
<td>921</td>
</tr>
</tbody>
</table>

### Table 2: Data statistics of the collected EmoATMovie dataset. The emotion category of each utterance is predicted by the teacher model as mentioned in Section 2.1

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Train</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>4710</td>
<td>470</td>
<td>1256</td>
</tr>
<tr>
<td>Happy</td>
<td>1743</td>
<td>163</td>
<td>402</td>
</tr>
<tr>
<td>Anger</td>
<td>1109</td>
<td>153</td>
<td>345</td>
</tr>
<tr>
<td>Sadness</td>
<td>683</td>
<td>111</td>
<td>208</td>
</tr>
<tr>
<td>Surprise</td>
<td>1205</td>
<td>150</td>
<td>281</td>
</tr>
<tr>
<td>Disgust</td>
<td>271</td>
<td>22</td>
<td>68</td>
</tr>
<tr>
<td>Fear</td>
<td>268</td>
<td>40</td>
<td>50</td>
</tr>
</tbody>
</table>

### Table 3: Data Statistics of MELD and IEMOCAP

<table>
<thead>
<tr>
<th>Emotion</th>
<th>MELD</th>
<th>IEMOCAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>69562</td>
<td>42509</td>
</tr>
<tr>
<td>Happy</td>
<td>13561</td>
<td>32992</td>
</tr>
<tr>
<td>Anger</td>
<td>35651</td>
<td>40191</td>
</tr>
</tbody>
</table>
In order to evaluate our proposed MCED method, we conduct downstream speech emotion recognition experiments on the two benchmark datasets. We compare our student model (row 7) to other state-of-the-art models (row 1-5) in Table 5. Our student model outperforms other SOTA models on both benchmark datasets. We also compare the performance of the student model without MCED based pretraining (row 6), which means that the model has the same structure as our student model but is trained from scratch on the benchmark training data. The performance drop of “Student−MCED” compared to “Student+MCED” demonstrates that pretraining the student model on large unlabeled data with our proposed MCED is effective. Our pretrained student model can be easily applied to various downstream speech emotion recognition tasks.

### 3.4. Ablation Study

**Different level distillation:** We conduct experiments to ablate the contributions of different components of our proposed multi-level Cross-modal Emotion Distillation method as shown in Table 6. The table shows that the model trained with multi-level distillation, including both response-level and feature-level, outperforms the one with only single level distillation, and the performance keeps increasing as we use more layers to perform the soft-aligned feature-level distillation, which demonstrates the effectiveness of our proposed MCED method.

**Amount of Finetuning Data:** In order to validate the generalization ability of our pretrained student model, we conduct experiments on benchmark datasets using different amounts of training data in the finetuning process as shown in Table 7, where 1/n means we only use 1/n of the training set to finetune our pretrained student model. Our student model finetuned with only 1/5 of the training data on MELD and 1/2 of the training data on IEMOCAP can outperform the “Student−MCED” trained on the full training set, which demonstrates that our pretrained student model with MCED method can generalize well even with limited labelled data.

### 4. Conclusion

In this paper, we propose a novel multi-level cross-modal emotion distillation (MCED) method to train a student speech emotion model without any labeled speech data through transferring from a teacher text emotion model. The pretrained student model can benefit downstream emotion recognition tasks, especially in low-resource supervised training conditions. Extensive experiments on two public benchmark datasets demonstrate the effectiveness and robustness of our proposed model.
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