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Abstract

Traditional spectral subtraction-type single channel speech enhancement (SE) algorithms often need to estimate interference components including noise and/or reverberation before subtracting them while deep neural network-based SE methods often aim to realize the end-to-end target mapping. In this paper, we show that both denoising and dereverberation can be unified into a common problem by introducing a two-stage paradigm, namely for interference components estimation and speech recovery. In the first stage, we propose to explicitly extract the magnitude of interference components, which serves as the prior information. In the second stage, with the guidance of this estimated magnitude prior, we can expect to better recover the target speech. In addition, we propose a transform module to facilitate the interaction between interference components and the desired speech modalities. Meanwhile, a temporal fusion module is designed to model long-term dependencies without ignoring short-term details. We conduct the experiments on the WSJ0-SI84 corpus and the results on both denoising and dereverberation tasks show that our approach outperforms previous advanced systems and achieves state-of-the-art performance in terms of many objective metrics.
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1. Introduction

In real scenarios, clean speech tends to be contaminated by various interference components, like background noise and room reverberation [1], which may heavily impact the performance of automatic speech recognition (ASR), communication systems, and hearing aids [2]. Recent advances in deep neural networks (DNNs) have propitiated the development of speech enhancement (SE) research, where the task is formulated into a supervised problem [3, 4]. With a large scale of noisy-clean speech pairs, DNNs can gradually learn the complicated mapping from noisy feature representation to clean targets.

More recently, the performance of DNN-based SE approaches has been notably elevated with the help of advanced network topologies like CNNs [5, 6], LSTMs [7, 8], and self-attention (SA) mechanisms [9]. For these approaches, the end-to-end paradigm is usually utilized, i.e., the network receives the noisy speech as the input and attempts to estimate the corresponding clean counterpart directly, as shown in Figure 1(b). Despite the satisfactory performance, they usually fall into several defects. Firstly, the network serves as the “black-box”, where the denoising process implicitly lies within the network, lacking in model interpretability. Secondly, the real acoustic environments may be very complicated, e.g., the noise can vary dramatically in the different acoustic scenarios and the reverberation effect may also change rapidly in the different room configurations. Therefore, it is quite difficult for the network to track these changes, which hinders the network performance.

In the traditional spectral subtraction-type algorithms, noise power estimation is of paramount significance [10–13]. For these algorithms, the noise power spectral density in the time-frequency (T-F) domain is first estimated with the algorithm- like MCRA [12], IMCRA [13], and U-MMSE [10]. Then the speech components can be obtained by either spectral subtraction [14] or statistical model-based gain functions [15, 16]. Spectral subtraction method is shown as an example of traditional speech enhancement algorithms in Figure 1(a).

Inspired by spectral subtraction-type SE algorithms, we propose a two-stage SE framework in this study, as shown in Figure 1(c). Different from the previous blind denoising procedure, the agnostic enhancement process is explicitly split into two pipelines, and two sub-networks are designed correspondingly, namely interference estimation network (IE-Net) and speech recovery network (SR-Net). In the first stage, we aim to estimate the interference signal coarsely with IE-Net. Note that the interference components include either background noise or room reverberation. Based on it, in the second stage, the speech estimation network aims to remove noise components and recover speech components under the guidance of interference modality. The rationale lies two-fold. Firstly, in contrast to previous DNN-based methods where the network only fo-
cases on speech components, the proposed network delivers the knowledge about both “where to suppress and where to enhance” simultaneously. As a result, the algorithm tends to be more robust toward adverse environments. Secondly, Inspired by [17–20], the curriculum learning concept is adopted [21], where the interference estimation serves as the prior information to facilitate the subsequent optimization.

To validate the effectiveness of the proposed approach, we conduct the experiments on both noise suppression and dereverberation tasks as we find that both tasks can be unified into one problem in our study. The results on the WSJ0-SI84 dataset [22] show that the proposed approach performs favorably against previous state-of-the-art systems.

The remainder of the paper is organized as follows. In Section 2, we formulate the problem. The proposed framework details are illustrated in Section 3. We present the experimental setup in Section 4. The results and analysis are given in Section 5. Some conclusions are drawn in Section 6.

2. Problem formulation

In this section, spectral subtraction and weighted prediction error (WPE) [23] algorithms are taken as the example to demonstrate the calculation of traditional SE algorithms, which can be formulated into a unified process.

Assume the noisy, the clean signals and the interference components in the T-F domain as $X_{k,l}$, $S_{k,l}$, and $D_{k,l}$, where $k \in \{1, K\}$ and $l \in \{1, L\}$ denote the index in the frequency and time axes, respectively.

When background noise serves as the interference components, spectral subtraction can be adopted. Firstly, the noise power spectral density is estimated, which is subsequently subtracted from the noisy spectrum. Take the magnitude spectral subtraction as an example, the process can be expressed as:

$$\tilde{S}_{k,l} = \max\{\|X_{k,l}\| - |\tilde{N}_{k,l}|, 0\} \exp(j\angle X_{k,l}),$$

where $\tilde{S}_{k,l}$ and $|\tilde{N}_{k,l}|$ are the estimated speech spectral and the estimated noise magnitude, respectively.

For reverberation removal, WPE algorithm is usually deployed. Specifically, the optimal prediction filter $W$ is determined to estimate the reverberation component, which is then subtracted from the original spectrum, given by:

$$\tilde{S}_{k,l} = X_{k,l} - W_i^H \bar{X}_{k,l},$$

where $(\cdot)^H$ stands for Hermitian transpose, $W_k$ and $\bar{X}_{k,l}$ are expressed as:

$$W_k = [W_{k,\Delta+1}, W_{k,\Delta+2}, ..., W_{k,\Delta+P}]^T,$$

$$\bar{X}_{k,l} = [X_{k,l-\Delta-1}, X_{k,l-\Delta-2}, ..., X_{k,l-\Delta-P}]^T,$$

where $\Delta$ and $P$ are the prediction delay and the length of filter.

One can find that these two algorithms can be formulated into a unified two-stage framework. In the first stage, we attempt to estimate the interference components to serve as a prior reference. In the second stage, we can obtain the final target estimation with the guidance of the interference reference. Based on that, we reorganize the above procedure into a more general case, i.e., the interference components are explicitly estimated from the original mixture in the first stage. Based on that, we can estimate the desired signal under this prior guidance. The whole process can be summarized as:

$$\begin{align*}
\left\{ \tilde{S}^1, \tilde{N}^1 \right\} &= F_1 (X; \Theta_1), \\
\tilde{S}^2 &= F_2 \left(X, \tilde{S}^1, \tilde{N}^1; \Theta_2\right),
\end{align*}$$

where $F_1 (\cdot; \Theta_1)$ and $F_2 (\cdot; \Theta_2)$ denote the operations in the first and second stage, respectively. $(\cdot)^1$ and $(\cdot)^2$ refer to the estimations in the first and the second stage. Note that we estimate the interference components with the help of speech estimation, which is easier due to the fact that they are complementary tasks. Moreover, we utilize a non-linear mapping $F_2 (\cdot)$ to replace the subtraction operation to improve performance.

3. System description

The diagram of the proposed approach is illustrated in Figure 2(a). It consists of two pipelines and two major modules are designed accordingly, namely IE-Net and SR-Net. IE-Net is tasked with estimating interference components, and SR-Net is to remove these interference components and regenerate speech. Note that before the estimated spectrum of interference components is sent to SR-Net, it will be modified by the interference transform module (ITM) to re-encode the interference feature distribution. Specifically, IE-Net as a masking-based network obtains a better interference estimation by utilizing multi-task learning, because we believe the speech estimation is beneficial for removing the corresponding speech components of the estimated noisy spectrum. As a by-product, the target magnitude estimation is then coupled with the noisy phase and then used as the input to SR-Net with noisy spectra. Finally, the interference is suppressed and an enhanced complex spectrum is generated.

3.1. IE-Net and SR-Net

The topologies of IE-Net and SR-Net are presented in Figure 2(b)-(c). One can find that both two modules have the similar structure as [24], that is, the convolutional encoder and decoder are utilized to extract the local patterns and reconstruct the spectrum, respectively. Between them, the sequence mod-
eling module is inserted to extract the long-term temporal correlations. For IE-Net, two decoders are utilized to estimate the IRMs w.r.t. speech and interference, and the speech and interference magnitudes can be obtained by T-F filtering. For SR-Net, as we hope to estimate both real and imaginary (RI) components simultaneously, we also adopt two decoders as a result. Despite the effectiveness of temporal convolutional module (TCM) [18, 19, 25] in modeling long-range dependencies, the local-range detail tends to be blurred. To resolve this problem, we propose the temporal fusion module (TFM) which consists of a cascading of long-short term dense cross units (LSTDCU).

### 3.2. Noise Transform Module

To enable the guidance of interference estimated in the previous stage, we adopt the interference transform module (ITM) to re-transform the features, which is illustrated in Figure 4. It includes two components, namely U-Net [27] and feature attention modules (FAMs) [28]. The U-Net is utilized here to re-transform the interference features. Then we can extract the multiple intermediate features in the decoder path, i.e., \( \{e_1, \cdots, e_Q\} \subset \mathbb{R}^{C_q \times K_q \times L_q} \), and re-weight the features in both T-F and channel dimensions by the attention mechanism. Note that \( C_q, K_q \), and \( L_q \) denote the size of the channel, time, and feature axis in the \( q \)th decoder layer output, respectively. Moreover, we introduce FAMs to pay more attention to interference-dominated bins since the interference distribution is uneven. After obtaining the weighted features \( \{f_1, \cdots, f_Q\} \), we feed them into the encoder parts of the SR-Net by concatenating them in the channel axis.

### 3.3. Loss Function

As the two-stage paradigm is utilized, we adopt the following strategy for network training. In the first stage, only IE-Net is trained, whose loss can be defined as:

\[
\mathcal{L}_{IE} = \frac{1}{2} \left( \| S - \hat{M}_s X \|_2^2 + \| N - \hat{M}_n X \|_2^2 \right),
\]

where \( \hat{M}_s \) and \( \hat{M}_n \) denote the estimated IRMs of speech and interference, respectively.

Afterward, both IE-Net and SR-Net are jointly optimized, which can be given as:

\[
\mathcal{L}_{joint} = \lambda \mathcal{L}_{IE} + \mathcal{L}_{RI}^{SR} + \mathcal{L}_{Mag}^{SR},
\]

\[
\mathcal{L}_{RI}^{SR} = \| \tilde{S}_i - S_i \|_2 + \| \tilde{S}_i - S_i \|_2^2,
\]

\[
\mathcal{L}_{Mag}^{SR} = \left\| \sqrt{|\tilde{S}_i|^2 + |S_i|^2} - \sqrt{|\tilde{S}_i|^2 + |S_i|^2} \right\|_2^2,
\]

where the superscripts “RI” and “Mag” denote the RI and Magnitude constraints. \( \lambda \in [0, 1] \) controls the weight coefficient in the first stage and we set it as 0.1 empirically.

### 4. Experimental settings

#### 4.1. Dataset Setup

We conduct the experiments on the WSJ0-SI84 corpus, which includes 7138 utterances by 83 speakers (42 males and 41 females). 5428, and 957 utterances by 77 speakers are chosen for training and validation, respectively. 150 utterances by another 6 untrained speakers are selected for model evaluation.

In this study, two types of interference components are explored, namely background noise and reverberation. For the first task, around 20,000 noises are randomly selected from the DNS-Challenge dataset [29] as the noise set. For each mixing process, a clean utterance and a noise vector are randomly selected and mixed. The SNR value is randomly sampled from -5dB to 10dB. As a result, around 150,000, and 10,000 noisy-clean pairs are generated for training and validation. For testing, two challenging noises are selected, namely factory1 from CHiME3 [30] and NOISEX92 [31], and three SNRs are utilized, namely \( \{-5\text{dB}, 0\text{dB}, 5\text{dB}\} \).

For the dereverberation task, we simulate five rooms of different sizes to generate 5040 room impulse responses (RIRs) using the image method [32]. The reverberation time \( T_{60} \) ranges from 0.3s to 1.0s. We convolve the RIR with clean utterance to obtain the reverberated speech. Totally, around 33,000, and 6,000 reverberant-direct pairs are generated for training and validation. For testing, another 1008 RIRs with a untrained room are used. We conduct the experiments on the WSJ0-SI84 corpus, which includes 7138 utterances by 83 speakers (42 males and 41 females). 5428, and 957 utterances by 77 speakers are chosen for training and validation, respectively. 150 utterances by another 6 untrained speakers are selected for model evaluation.

In this study, two types of interference components are explored, namely background noise and reverberation. For the first task, around 20,000 noises are randomly selected from the DNS-Challenge dataset [29] as the noise set. For each mixing process, a clean utterance and a noise vector are randomly selected and mixed. The SNR value is randomly sampled from -5dB to 10dB. As a result, around 150,000, and 10,000 noisy-clean pairs are generated for training and validation. For testing, two challenging noises are selected, namely factory1 from CHiME3 [30] and NOISEX92 [31], and three SNRs are utilized, namely \( \{-5\text{dB}, 0\text{dB}, 5\text{dB}\} \).

For the dereverberation task, we simulate five rooms of different sizes to generate 5040 room impulse responses (RIRs) using the image method [32]. The reverberation time \( T_{60} \) ranges from 0.3s to 1.0s. We convolve the RIR with clean utterance to obtain the reverberated speech. Totally, around 33,000, and 6,000 reverberant-direct pairs are generated for training and validation. For testing, another 1008 RIRs with a untrained room are used. We conduct the experiments on the WSJ0-SI84 corpus, which includes 7138 utterances by 83 speakers (42 males and 41 females). 5428, and 957 utterances by 77 speakers are chosen for training and validation, respectively. 150 utterances by another 6 untrained speakers are selected for model evaluation.

In this study, two types of interference components are explored, namely background noise and reverberation. For the first task, around 20,000 noises are randomly selected from the DNS-Challenge dataset [29] as the noise set. For each mixing process, a clean utterance and a noise vector are randomly selected and mixed. The SNR value is randomly sampled from -5dB to 10dB. As a result, around 150,000, and 10,000 noisy-clean pairs are generated for training and validation. For testing, two challenging noises are selected, namely factory1 from CHiME3 [30] and NOISEX92 [31], and three SNRs are utilized, namely \( \{-5\text{dB}, 0\text{dB}, 5\text{dB}\} \).

For the dereverberation task, we simulate five rooms of different sizes to generate 5040 room impulse responses (RIRs) using the image method [32]. The reverberation time \( T_{60} \) ranges from 0.3s to 1.0s. We convolve the RIR with clean utterance to obtain the reverberated speech. Totally, around 33,000, and 6,000 reverberant-direct pairs are generated for training and validation. For testing, another 1008 RIRs with a untrained room are used. We conduct the experiments on the WSJ0-SI84 corpus, which includes 7138 utterances by 83 speakers (42 males and 41 females). 5428, and 957 utterances by 77 speakers are chosen for training and validation, respectively. 150 utterances by another 6 untrained speakers are selected for model evaluation.
Table 1: Results comparison among different models for noise suppression task in terms of PESQ and ESTOI. “Cau.” denotes whether the system is causal. BOLD indicates the best result in each case.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>#</th>
<th>Noisy</th>
<th>LSTM</th>
<th>CRN</th>
<th>GCRN</th>
<th>IE-Net</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR (dB)</td>
<td>N</td>
<td>Avg</td>
<td>N</td>
<td>Avg</td>
<td>N</td>
<td>Avg</td>
<td>N</td>
</tr>
<tr>
<td>PESQ</td>
<td>71.9</td>
<td>71.9</td>
<td>71.9</td>
<td>71.9</td>
<td>71.9</td>
<td>71.9</td>
<td>71.9</td>
</tr>
<tr>
<td>ESTOI (in %)</td>
<td>36.5</td>
<td>36.5</td>
<td>36.5</td>
<td>36.5</td>
<td>36.5</td>
<td>36.5</td>
<td>36.5</td>
</tr>
</tbody>
</table>

Table 2: Experimental results comparisons among different speech dereverberant models in terms of PESQ and ESTOI.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>#</th>
<th>Noisy</th>
<th>LSTM</th>
<th>CRN</th>
<th>GCRN</th>
<th>IE-Net</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR (dB)</td>
<td>N</td>
<td>Avg</td>
<td>N</td>
<td>Avg</td>
<td>N</td>
<td>Avg</td>
<td>N</td>
</tr>
<tr>
<td>PESQ</td>
<td>71.9</td>
<td>71.9</td>
<td>71.9</td>
<td>71.9</td>
<td>71.9</td>
<td>71.9</td>
<td>71.9</td>
</tr>
<tr>
<td>ESTOI (in %)</td>
<td>36.5</td>
<td>36.5</td>
<td>36.5</td>
<td>36.5</td>
<td>36.5</td>
<td>36.5</td>
<td>36.5</td>
</tr>
</tbody>
</table>

4.3. Parameter Configurations

The detailed parameter configurations of our system are listed as follows. For both IE-Net and SR-Net, five convolutional blocks are utilized in the encoder, each of which includes a ConvGLU layer [24], instance normalization (IN), and PReLU. The kernel size and stride are (2, 3) and (1, 2) in the time and frequency axis, respectively. The decoder is the mirror version of the encoder, except all the convolution layers are replaced by deconvolutions. For TFM, 6 LSTDCUs are stacked. For the U-Net in the ITM, five convolutional blocks are utilized in the encoder and five deconvolutional blocks are taken accordingly, i.e., Q = 5. The number of channels is 64 for convolutions.

All the utterances are sampled at 16kHz. 20ms Hanning window is utilized, with 50% overlap between adjacent frames. 320-point FFT is applied to extract the spectral features. The model is trained for 50 epochs using the Adam optimizer [35]. In the first stage, the initialized learning rate (LR) is 0.001, in the second stage, IE-Net is fine-tuned with LR = 0.0001. The batch size is set to 16 at the utterance level, where the maximum utterance length is chunked to 8s.

5. Results and analysis

In this paper, we choose perceptual evaluation speech quality (PESQ) [36] and extended short-time objective intelligibility (ESTOI) [37] as the objective metrics to compare the performance of different models.

5.1. Results comparison in the objective metrics

The noise reduction results are summarized in Table 1. Several observations can be made. Firstly, compared with magnitude-based baselines, i.e., LSTM and CRN, GCRN obtains notable improvements in both metrics, indicating the significance of phase modification in the noise suppression task. Secondly, compared with previous baselines, our proposed system yields state-of-the-art performance in objective metrics. For example, from GCRN to proposed approach, around 0.17 and 4.14% improvements are achieved in terms of PESQ and ESTOI, indicating the superiority of our two-stage approach. Thirdly, comparing the first stage (IE-Net), we observe the two-stage system obtains considerable metric improvements, which indicates that introducing noise estimation is helpful for speech enhancement.

For the dereverberation task, one can find that our method is also significantly better than the other approaches, as shown in Table 2. From the results above, we conclude that both background noise and room reverberation can be regarded as external interference and integrated into a unified framework, where we first estimate the interference as the guidance and recover the speech complex spectrum in the second stage. Therefore, the end-to-end agnostic denoising process can be explicitly split into two steps and come with better interpretability.

5.2. Ablation analysis

We also explore the effect of interference estimation and TFM in the denoising task, as shown in Table 3. For the noise estimation module, we compare IE-Net with a traditional noise estimator named U-MMSE [10]. For the sequence learning module, we compare the proposed TFM with the TCM. Several observations can be made. Firstly, when the noise estimation module is given, the performance can be improved. Secondly, from Figure 5 we can see that the noise estimated by U-MMSE is not accurate enough which limits the performance improvements. While the proposed method can achieve better performance due to capturing more precise noise information. Thirdly, when TFM is applied, better performance is obtained than that with TCM, showing the superiority of TFM in sequence modeling.

6. Conclusions

We propose a unified framework to tackle either noise or reverberation suppression, which takes the advantages of traditional signal processing and DNNs based approaches. In all, we explicitly split the end-to-end agnostic target mapping process into two stages. In the first stage, we focus on estimating the interference components. Based on that, the desired signal can be effectively recovered under the previous guidance. Experiments on noise and reverberation suppression tasks show the superiority of our approach over previous advanced systems.