Joint Retrieval-Extraction Training for Evidence-Aware Dialog Response Selection

Hongyin Luo\textsuperscript{1}, James Glass\textsuperscript{1}, Garima Lalwani\textsuperscript{2}, Yi Zhang\textsuperscript{2}, Shang-Wen Li\textsuperscript{2}

\textsuperscript{1}MIT CSAIL, USA  
\textsuperscript{2}Amazon AI, USA

{hyluo, glass}@mit.edu, {glalwani, yizhngn, shangwei}@amazon.com

Abstract

Neural dialog response selection models infer by scoring each candidate response given the dialog context, and the cross-encoder method yields state-of-the-art (SOTA) results for the task. In the method, the candidate scores are computed by feeding the output embedding of the first token in the input sequence, which is a concatenation of response and context, to a linear layer for making prediction. However, the embeddings of the other tokens in the sequence are not modeled explicitly, and inferring the candidate scores only with the first token makes the result not interpretable. To address the challenge, we propose a Retrieval-Extraction encoder (REX) for dialog response selection. We augment the existing first-token- or sequence-based retrieval approach with an extraction loss. The loss provides gradient signal from each token during training and allows the model to learn token-level evidence and to select response based on important keywords. We show that REX achieves the new SOTA in the dialog response selection task. Also, our qualitative analysis suggests that REX highlights evidence it infers selections from and makes the inference result interpretable.

1. Introduction

Dialog response selection is an important task in a complete dialog system to retrieve human generated texts or re-rank machine generated responses. Given an input query and candidate texts, an encoder is applied to encode, score, and rank the query-candidate pairs. To achieve this goal, the models are optimized for assigning higher scores to the ground-truth candidates as compared to negative candidates during training [1, 2].

State-of-the-art (SOTA) dialog response selection models employ the Transformer architecture [3] with pre-trained parameters on different data for various downstream tasks, such as BERT [4] and ConveRT [5]. The model architecture that achieves the best selection performance with a pre-trained transformer model is called cross-encoder [6]. By concatenating the input query with each candidate into a sequence and encoding them jointly with a transformer network, cross-encoder yields better representations for the query-candidate pairs. The candidate score of a sequence is obtained by feeding the output embedding of the first token of the entire sequence (e.g., [CLS] in BERT) into a linear layer. The sequence which is assigned with the highest score among all candidates is selected as the retrieved result. Under this setting, the information encoded in positions (or tokens) other than the first is not used explicitly, which makes it hard to interpret the prediction result.

Conversely, extractive question answering (QA) and reading comprehension [7, 8] models apply similar architecture for sequence scoring but utilize output embeddings of all the tokens during training and inference. Each question and context passage are concatenated into a sequence, and embedding of each token in the sequence is fed into feed-forward and softmax layers to compute token score. These token scores are used to extract the span of tokens that answer the question given the context. The question is predicted as not answerable given the context if the [CLS] token yields the maximum score. The architecture suggests that token-level (i.e., span extraction) and sequence-level (i.e., answerable or not) tasks can be modeled jointly.

Motivated by the joint modeling of token- and sequence-level information, we propose a novel Retrieval-Extraction (REX) training strategy for dialog response selections. In REX, we design two objectives for retrieval and extraction, which guides the model to select the right responses and attend to the relevant token-level evidence respectively. As compared to the conventional cross-encoder, the evidence attention improves both performance and interpretability. However, most dialog response selection corpora annotate no token-level evidence. To resolve the issue, we generate extraction labels from the response retrieval task unsupervisedly to encourage the model attending to tokens properly. Our approach is evaluated with the ConvAI2 and DSTC7 Track 1 challenges. The results show that REX significantly outperforms previous SOTA. In summary, our main contributions are 3-fold: 1) We propose a combined retrieval and extraction training method for cross-encoder models (REX-encoder). 2) We design an unsupervised extraction-label generation to encourage the attention to token-level evidence. 3) We show REX achieves the new SOTA in dialog response selection corpora, ConvAI2 and DSTC7, and the learned evidence attention improves interpretability.
There are many tasks that adopt the setup of scoring or ranking a set of candidates given some query (or context). One of the most common tasks is Dialog Response Selection, where the query is the dialog history and the candidates are the potential responses. Recently, it has become popular to use the text retrieval task as one of the pre-training strategies for learning powerful pre-trained representations that are leveraged in conversational systems beyond BERT. [9, 5, 6] use dialogue response selection objective and huge Reddit conversational corpus to pre-train conversation encoders. Experiments show the encoders yield better performance as compared to general BERT representations pre-trained with Wikipedia data. [10] train networks with a combination of response contrastive loss and masked language modeling loss to learn a more task-oriented dialog pre-trained model initialized from BERT parameters. The resulting pre-trained models are widely applied in the domain of goal-oriented dialog systems [11, 12, 13, 14, 15, 16], end-to-end dialog generation [17, 18, 19], and dialog state tracking [20, 21].

Besides dialogs, sequence scoring is directly applicable to Open Domain QA [22, 23]. In the task, the first step is to retrieve top relevant context passages or documents that may contain the answer, and then applying machine comprehension models to extract token span for answers [24, 25]. Recent approaches like [23, 26] leverage pre-trained transformer models to encode question and documents, and retrieve relevant documents using cosine similarity between encodings of documents and questions. More recently, sequence scoring is also used in obtaining language agnostic sentence representations [27] by ranking various target sentences in cross-lingual embedding space.

### 3. REX Encoder

#### 3.1. Bridging Retrieval and Extraction

In this work, we propose REX encoder, an encoder combining supervised **Retrieval** and unsupervised **Extraction** losses based on cross encoders [6], for dialog response selection. The retrieval and extraction task respectively guides the model to rank candidate texts and to attend to supporting evidence. In REX, we start with concatenating a candidate response $R^i$ to the dialog history $H$ as a sequence $s^i$, and encoding $s^i$ for its embedding $E^i = T([CLS], Q, [SEP], R^i, [SEP])$, where $T$ is a transformer encoder network\(^1\). $E^i = [e_0, e_2, ..., e_{|Q|+|R^i|+2}]$ is a list of output embedding for each token in $s^i$. REX then learns retrieval- and extraction- probabilities jointly by assuming that when the training converges, both retrieval and extraction probabilities ($P_R$ and $P_E$) meet the following two constraints. First, if $s^i$ contains the true (i.e., positive) response, $P_R(i) = P_E(k)^i = 1$, $\forall k > 0$. Here, $P_R(i)$ is the probability of $s^i$ containing the true response, and $P_E(k)^i = 1$, $\forall k > 0$ indicates that a token from the response or history (other than [CLS]) is attended as the supporting evidence. Second, if $s^i$ contains a negative response (i.e., $R^i$ does not fit into $H$), the retrieval probability is 0 and the model extracts the [CLS] token as the evidence. That is, $P_R(i) = 0$; $P_E(0)^i = 1$.

The retrieval probability of $s_i$ and extraction probabilities of token $j$ in $s_i$ are

$$P_R(i) = \frac{\exp(x^i_0)}{\sum_k \exp(x^i_k)}; P_E(j)^i = \frac{\exp(f(x^i_j))}{\sum_k \exp(f(x^i_k))}$$

(1)

where $x^i_0 = W \cdot e_0$, and $W$ is a learnable linear layer. Here, $f(x)$ is a transformation function that converts retrieval logits $x_0$ to extraction logits. Given that the positive response is expected to have large $P_R(i)$ but small $P_E(0)^i$, both based on the logits from the [CLS] token, we use $f(x) = -x$ in this work.

#### 3.2. Unsupervised Extraction Learning

In most retrieval tasks and corpora, only the ground-truth retrieval targets are annotated and there are no explicit token-level labels for supporting evidence. Thus, it is difficult to obtain supervised extraction learning signals. With this limitation, we introduce an unsupervised extraction learning, to train the model to focus on the [CLS] tokens for sequences with negative responses and attend to evidence keywords for positive sequences. For sequences with negative responses, we expect the extraction model to focus on the [CLS] token, because there is no evidence that supports the candidate responses in the sequences.

---

\(^1\)This architecture is the same as the one used in cross-encoder.
We evaluate REX and baselines with the dialog response selection task.

As mentioned above, we train the REX encoder with a combination of retrieval and extraction losses with coefficients $\alpha$ and $\beta$, and high extraction scores to other tokens $j > i$ in the positive sequence $s$. Since there is not evidence annotation available, in this case we train the extraction model with the following loss function, as a soft supervision to encourage the model to attend to the texts instead of the [CLS] token.

$$L_E^{i,\text{pos}} = \log Z_E^i - \log Z_E^{i:|N|}$$  \tag{3}$$

where $Z_E^{i:|N|} = Z_E^i - \exp(f(x_i^0))$. Equation 3 is equivalent to generate a label $l = [0, 1, 1, \ldots, 1]$ and training the model with cross-entropy. As we can see in both cases, we generate $l$ automatically based on the retrieval label, and thus the extraction learning is unsupervised. To sum up, for a dialog history and a set of candidates, which contain one true response $i$ and others as negative candidates, we propose the overall loss function for unsupervised extraction learning

$$L_E = L_E^{i,\text{pos}} + \sum_{j \neq i} L_E^{i,\text{neg}}$$  \tag{4}$$

3.3. Overall Architecture

As mentioned above, we train the REX encoder with a combination of a supervised-retrieval and an unsupervised-extraction task. We show the complete architecture of the proposed REX-encoder model in Figure 2a along with an example of the learned retrieval and extraction scores in Figure 2b. The overall loss function for REX, $L = \alpha \cdot L_R + \beta \cdot L_E$, is a weighted combination of retrieval and extraction losses with coefficients $\alpha$ and $\beta$. Here $L_E$ has been shown in Equation 4 and $L_R$ is the standard retrieval loss based on cross-entropy. $^{2}$

4. Experiments

4.1. Task and Corpus

We evaluate REX and baselines with the dialog response selection performance on ConvAI2 [1] task and DSTC7 challenge Track 1 Ubuntu dialog corpus [2]. ConvAI2 is based on the persona-chat dataset [28] where each participant of a conversation is given a persona. The DSTC7 corpus contains conversations of questions and answers among users of the Ubuntu community about the system usage. ConvAI2 and DSTC7 consist of 17,878 and 135,078 training dialog threads, respectively. The annotations of both corpora only contain true responses, and the token-level evidence is not provided. We conduct supervised retrieval training with the annotated ground-truth responses and unsupervised extraction training following the approach described in Section 3.2.

3.243

4.2. Implementation Details

We implement our model with the ParlAI framework based on its cross-encoder implementation. We use the BERT-large model pre-trained on the Reddit dialog corpus [29] provided by ParlAI as the default Transformer architecture and parameter initialization. Following [30], we apply the Adam [31] optimizer with 0.01 weight decay rate. We initialize the learning rate as $5e^{-5}$ with 1000 warmup steps and the decay rate for every half epoch is 0.4. In our experiment, we set $\alpha = 1$ and $\beta = 5$. Both values are obtained by tuning on a held-out set. The authors of [30] trained the SOTA model with 8 Volta 100 GPUs using a batch size of 16. Due to the limited computational resources, we train our model on 2 Volta 100 GPUs and the largest batch size we can reach is 8. As a result, we compare our model with both the reported performance in [30] and our reproduced SOTA baseline performance using our own machines. We conduct all experiments with the settings described above if not explicitly specified. Our implementation is publicly available at https://github.com/luohongyin/rex-encoder.git.

4.3. Response Selection Performance

We evaluate our model on the dialog response selection task with two metrics, Recall@1 (R@1) given $C$ candidates and mean reciprocal rank (MRR). Here $C$ is 20 and 100 for ConvAI2 and DSTC7, respectively. The experiment results are summarized in Table 1. Since the test set of ConvAI2 is not publicly available, we evaluate our model on the development set. For fair comparison, we used officially recommended hyper-parameter settings$^{3}$ without any tuning. Experiments show that the REX encoder outperforms the original SOTA model on ConvAI2 Dev set, and achieves the new state-of-the-art performance on the DSTC7 Track 1 challenge although we have limited computational resources and smaller batch size.

Table 1: Retrieval performance of the baseline and the proposed REX encoder on ConvAI2 and DSTC7. We compare both the reported performance trained with 8 Volta 100 GPUs and batch size 16, and the performance reproduced by training on our machine with 2 Volta 100 GPUs and batch size 8. The latter is denoted as Cross-encoder (Ours). The experiment results of bi-, poly-, and cross-encoders are reported in [30].

---

<table>
<thead>
<tr>
<th>Models</th>
<th>R@1</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>ConvAI2-Dev</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-encoder  (Ours)</td>
<td>70.8</td>
<td>78.1</td>
</tr>
<tr>
<td>Rex-encoder</td>
<td>90.5</td>
<td>94.3</td>
</tr>
<tr>
<td>DSTC7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[32]</td>
<td>60.8</td>
<td>69.1</td>
</tr>
<tr>
<td>[33]</td>
<td>64.5</td>
<td>73.5</td>
</tr>
<tr>
<td>Bi-encoder</td>
<td>71.4</td>
<td>78.3</td>
</tr>
<tr>
<td>Poly-encoder</td>
<td>71.7</td>
<td>79.0</td>
</tr>
<tr>
<td>Cross-encoder</td>
<td>70.8</td>
<td>78.0</td>
</tr>
<tr>
<td>Rex-encoder</td>
<td>72.9</td>
<td>79.4</td>
</tr>
</tbody>
</table>

---

$^{3}$https://parl.ai/  
$^{4}$https://parl.ai/projects/polycoder/
As we discussed above, one advantage of the REX-encoder

4.4. REX vs. Pooling

The above strategies make it possible for the cross-encoder extraction learning provides additional benefit as compared to

Table 2: Comparing the REX-encoder with baseline models that also explicitly use all the output embeddings of the cross-encoder with different pooling methods.

<table>
<thead>
<tr>
<th>Strategies</th>
<th>R@1</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>(CLS)</td>
<td>70.8</td>
<td>78.0</td>
</tr>
<tr>
<td>S-mean</td>
<td>70.1</td>
<td>77.2</td>
</tr>
<tr>
<td>S-max</td>
<td>69.8</td>
<td>77.3</td>
</tr>
<tr>
<td>E-mean</td>
<td>71.1</td>
<td>78.4</td>
</tr>
<tr>
<td>E-max</td>
<td>70.7</td>
<td>78.2</td>
</tr>
<tr>
<td>REX</td>
<td>72.9</td>
<td>79.4</td>
</tr>
</tbody>
</table>

applying the poly-encoder instead of bi-encoder is 0.5%, while the SOTA cross-encoder model outperforms the bi-encoder by 0.8%. Meanwhile, REX outperforms our implementation of cross-encoder by 2.1%, and even the reported SOTA performance of cross-encoders by 1.2%, which is still larger than both the reported Cross- vs. Bi-encoder and Poly- vs. Bi-encoder performance gaps.

4.4. REX vs. Pooling

As we discussed above, one advantage of the REX-encoder model is that REX utilizes the output embedding of each token during training. There are other simple ways to use all the embeddings such as pooling. To show that the unsupervised extraction learning provides additional benefit as compared to the simple approach, we compare the REX-encoder to cross-encoder with the following pooling methods,

- Scores mean and max pooling (S-mean/max): feed the output embedding of each token to a linear scorer, and calculate the retrieval score of the sequence by pooling the output scores of the linear layer.
- Embedding mean and max pooling (E-mean/max): pool the output embedding of each token, and calculate the retrieval score of the sequence by feeding the pooled sequence embedding to a linear layer.

The above strategies make it possible for the cross-encoder model to use the output embedding of each token from the input sequence explicitly. Also, we use [CLS] pooling to denote the original cross-encoder model.

Table 2 shows the experiment results for REX and various pooling strategies on DSTC7. REX significantly outperforms pooling with cross-encoder. Except for the E-mean strategy that yields slightly higher accuracy, all the other mean/max pooling strategies perform worse than the cross-encoder with standard [CLS] pooling. The result suggests that the embedding of each token cannot provide additional information and improve the sequence-level response prediction without the extraction training signal introduced by REX.

4.5. Evidence Extraction

We further analyze the quality of the learned extraction signal. We randomly sample sequences from the test set of DSTC7, calculate the extraction attention on each token from the sequences using the learned REX model, and visualize the attention in Figure 3. The visualization shows that the model attends to the words in response text that are coherent with the dialog histories. The attention indicates the evidence used by the model for prediction and improves interpretability. In Example 3a, the model focuses on words “aren’t” and “accepted” to answer the shipment question. The solution to the question raised in the dialog of Example 3c is “qc-usb-source”, and the model successfully attends to each subword of them. In Example 3d, the model focuses on the words “download” and “pictures”, which are coherent with the dialog discussing about storage of critical data. As for a negative response, the model attends to the [CLS] token as demonstrated in Figure 3b.

5. Conclusions

In this work, we propose a supervised-Retrieval, unsupervised-EXtraction (REX) method based on the cross-encoder transformer neural network to improve the accuracy and interpretability of dialog response selection. Experiments showed that REX significantly outperforms the cross-encoder baseline and achieves the new SOTA performance on ConvAI2 and the DSTC7 Track 1 challenge with the same number of trainable parameters. The proposed unsupervised extraction training yields better performance than common poolings. Visualizing the extraction results demonstrates that the model attends to evidence keywords helping to decide whether the candidate is a good response, and thus enhances interpretability.
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