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Abstract

Teaching listening skills to those learning a second language (L2) is one of the most challenging tasks mainly because predicting L2 listening difficulties is not always straightforward. Complex processes are involved in decoding connected speech, constructing meaning, and comprehending the audio material. Many studies have attempted to identify the significant factors leading to listening difficulties; yet, a comprehensive model is to be constructed. We argue that an automatic speech recognition (ASR) system with limited training can be viewed as a rough model for an L2 listener with particular language proficiency. We proposed a method to select the training samples for the ASR system to match the mistakes of L2 listeners when listening to the authentic listening materials. This model can predict the learners’ listening difficulties, thus allowing for generating tailored captions to assist them with L2 listening.

Index Terms: speech recognition, L2 listening, partial and synchronized caption, error analysis

1. Introduction

While listening to authentic material is one of the best ways to teach listening to second language (L2) learners, it often includes several cases of misrecognition by the learners. Such listening mistakes happen due to learners’ limited vocabulary, scarce encounters with advanced grammars or complex sentence structures, and limited exposure to listening materials obtained in the wild. So far, language teachers rely on their experience to predict the listening difficulty of the learners. Yet, there is a growing need for automatic tools that can predict L2 listening difficulties and address them.

Mirzaei et al. [1] posit that errors of automatic speech recognition (ASR) systems can emulate the L2 listeners’ difficulties in listening. This idea is based on the contrastive analysis between the sources of ASR and L2 listening difficulties (Table 1). In this sense, ASR errors can be used to signal the potential L2 listening difficulties in a listening task. These errors not only involve cases with phonetic similarities, which indicate the words whose phonetics are similar in a target language but also include the cases of perceptual difficulties, which are the focus of this study. Words could be uttered in a way that makes recognition/perception difficult and could be misrecognized with another word/words due to the way the speaker adjusts pitch, uses liaison, etc., thus leading to confusion and breached boundaries (e.g., “it was an eagle” heard instead of “it was illegal”). Moreover, for both ASR systems and L2 learners with limited proficiency, out of vocabulary words are not only mis-recognized as in-vocabulary words with similar phonetics, but such errors also cause further problems in recognizing nearby words. In such cases, ASR could be very helpful in indicating the problematic regions.

Many efforts have been dedicated to detecting ASR errors automatically. Decoder-based error detectors [17, 18] use features generated from the ASR decoder, such as confidence scores, linguistic information, confusion networks, phonetic acoustic model (AM) deviation, part-of-speech, and homophone indicator. On the other hand, non-decoder-based approaches [19, 20] employ features from other sources such as binary match with another ASR output detected topic, bigram hits on different corpora, or emergent lexical and acoustic features in recurrent neural networks [20]. ASR error rate is also predicted from phonemic confusion [21], acoustic word embedding [22], and speech intelligibility [23].

Bridging the gap between ASR errors and human errors is also another challenge. Word error rate (WER) as the primary metric for assessing ASR performance is not a satisfactory proxy for human intelligibility [24, 25]. Therefore other

Table 1: Sources of difficulties for ASR and L2 listeners

<table>
<thead>
<tr>
<th></th>
<th>Lexical</th>
<th>Acoustic, Speech, Perceptual</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASR</td>
<td>Infrequent words are more likely to be misrecognized. [2]</td>
<td>Fast or very slow speech rate raises the ASR errors [2,8].</td>
</tr>
<tr>
<td>L2</td>
<td>The occurrence of infrequent words is correlated to complexity [3].</td>
<td>Whether it is too fast or too slow, speech rate can deteriorate L2 listening and increases difficulties. [9]</td>
</tr>
<tr>
<td>ASR</td>
<td>Word length is a useful predictor of higher error rates. [2]</td>
<td>ASR: Co-articulation, pronunciation, speaking style, disflacciences, accent, age, physiology, and emotions of speakers lead to the ASR difficulties. [10]</td>
</tr>
<tr>
<td>L2</td>
<td>The length of a word has a strong effect on its recognition for the learners. [4]</td>
<td>L2: Pronunciation can be unclear due to assimilation, reduction, etc. Stress, intonation patterns, and accent affect L1 and L2 listening. [3,11]</td>
</tr>
<tr>
<td>ASR</td>
<td>Open class words (N. and V.) cause fewer errors compared to the closed class (Prep., articles). [5]</td>
<td>ASR: Male speakers cause more problems for ASR systems than female speakers [12].</td>
</tr>
<tr>
<td>L2</td>
<td>Recognition of content words is easier than function words and nouns predominate over predicates/verbs. [6,7]</td>
<td>L2: Understanding male speakers who generally have faster articulatory rates is more difficult for L2 listeners. [13]</td>
</tr>
<tr>
<td>ASR</td>
<td>Ambiguity in the speech, such as the occurrence of homophones or ambiguous word boundaries are the factors that lead to recognition difficulties for the ASR systems. [14]</td>
<td>ASR: Ambiguity in the speech, such as the occurrence of homophones or ambiguous word boundaries are the factors that lead to recognition difficulties for the ASR systems. [14]</td>
</tr>
<tr>
<td>L2</td>
<td>Phonological neighbors and words with identical pronunciations make L2 recognition hard [15].</td>
<td>L2: Phonological neighbors and words with identical pronunciation make L2 recognition hard [15].</td>
</tr>
<tr>
<td>ASR</td>
<td>Assimilation, reduction, etc., leads to breached boundaries and attenuate L2 listening [16].</td>
<td>Assimilation, reduction, etc., leads to breached boundaries and attenuate L2 listening [16].</td>
</tr>
</tbody>
</table>
metrics (e.g., Goodness of Pronunciation [26], e-WER [27]) and systems (e.g., Quality-Net [28] and IntelliNet [23]) have been proposed to infer a more general sense of intelligibility directly from the performance of an ASR system. Despite all of these efforts, Moore et al. [23] enumerate some reasons that current state-of-the-art is not suitable to predict commonalities between ASR and human recognition errors, such as: linguistic context, variation in phoneme pronunciations (due to distortion or accent), complicated interactions of AM and language model (LM), and different resolutions required to process speech acoustics (e.g., frame-level, word-level). Apart from these, the language proficiency of the listener in this prediction further complicates the detection of listening difficulties. Additionally, since not all ASR errors are indicators of speech difficulty for L2 learners, such errors should be further sifted to enhance their correlation with L2 learners’ mistakes [1].

Here, we take another approach to the problem. Instead of detecting errors caused by acoustic factors, we adapt the ASR resources to match the target L2 learner/target accuracy. In this regard, we consider filtering out the training data for AM, LM, and lexicon as a training data selection problem. Conventionally, this problem is formulated as selecting the training data for which a favorable property is granted to the ASR, like minimizing the need for labeled training data for AM [29] and LM [30], or selecting data that is both informative and representative to increase the generalization [31]. However, to our knowledge, no study has been done to match the ASR errors with that of non-native human listeners.

In summary, we propose to limit the resources of ASR to match the errors caused by this “impaired” ASR with the mistakes of an L2 learner, within a target proficiency level, when processing the same listening material. To show that focusing on these predicted difficult segments is, in fact, useful for the L2 learners, we conduct an experiment where only the designated segments are shown in the captions to the L2 listeners (in the style of Partial and Synchronized Caption (PSC) [1]). Preliminary results revealed that such a caption can significantly enhance the recognition in L2 learners and can be used as an assistive tool to teach listening.

2. Method

In this section, we explore how impairing ASR resources affects its performance, propose a way to match ASR errors with those of L2 learners with particular language proficiency, and introduce an effective way to use such ASR errors for training L2 listening skill.

2.1. ASR Resource Ablation

Conventionally, an ASR system employs three main resources to recognize and transcribe the input stream: lexicon, acoustic model (AM), and language model (LM). Here, we methodically impair these resources to study the type of problems that they cause for the ASR system. To this end, we filter out the training data that may include the data above a certain level of complexity. Such knowledge is later used to create a resource profile where the distribution of the language model is closer to the natural patterns occurring in the target language, i.e., the actual distribution (e.g., Table 3). Therefore, to emulate lower proficiency levels of learners, we sort the sentences based on their PCFG (Probabilistic context-free grammar) surprisal [35] to favor syntactically easier sentences for the impaired LM model. The term surprisal refers to the cases that are less probable or expected to appear in the text, considering the precedent context, thus require more complex processing to comprehend [36]. We used SRILM (The SRI Language Modeling Toolkit) to create a language model from our training corpus. It should be noted that with a larger vocabulary, sufficiently training the language models becomes increasingly harder. Therefore, we cap the vocabulary size for training LM. Without the loss of generalization, more advanced language models (e.g., SciBERT [37]) can be used here. However, training the impaired versions of such models and eliciting ASR errors using these models require more time and computational power.

Table 3: ASR recognition of “concerns about AIDS and avian flu and we’ll hear about that” with different impaired language models (training data size).

<table>
<thead>
<tr>
<th>Low</th>
<th>AIDS and even flew here about that</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>AIDS and avian flu and we’ll hear about that</td>
</tr>
</tbody>
</table>

Impairing Acoustic Model The acoustic model of an ASR system extracts acoustic features of the input, and similar to human speech recognition, it requires training to have better performance. Early in L2 learning, the learners tend to recognize more frequent words (e.g., selecting the word in minimal pairs with higher frequency [38] as in Table 4). Therefore it is assumed that their hypothetical acoustic model is trained on more
frequent words. Aligned with this, we sort our training samples by the average frequency of the uttered words and train an impaired AM. We remove training samples that have less frequency on average. We employed a TDNN [39] with four hidden layers, each with 1536 units as the AM.

Table 4: ASR recognition of “it’s thick atmosphere, not it’s distance” with different impaired acoustic models (training size).

<table>
<thead>
<tr>
<th>ASR recognition</th>
<th>Impaired AM (low)</th>
<th>Impaired AM (high)</th>
</tr>
</thead>
<tbody>
<tr>
<td>it keeps that fear</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>not it’s distance</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>it’s thick atmosphere</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>not it’s distance</td>
<td>0.85</td>
<td>0.85</td>
</tr>
</tbody>
</table>

2.2. ASR to Emulate L2 Speech Recognition Mistakes

For ASR to emulate the mistakes of an L2 learner with particular language proficiency, we propose to use simulated annealing to search for the optimal training size for ASR resources. We consider the TEDLIUM 2 [40] corpus that contains 1495 TED talks (452 hours) and their transcripts. For each training sample, we calculated the lexical difficulty using the word family list [34], word frequency using COCA corpus, and sentence complexity index using the PCFG parser [35]. The term word family refers to a base word and all its derived and inflected forms and includes 25 lists, each having 1000 word families [34]. To train the Impaired ASR, we need to consider the training data that satisfies three thresholds, on lexicon (based on average word family), LM (based on sentence complexity index), and AM (based on average word frequency).

In our method, an ASR engine is trained on the subset of data marked by these three thresholds, and its errors are identified using a forced alignment algorithm. These errors are compared with the difficult segments of the input audio, annotated for L2 listeners with a target proficiency. We use simulated annealing to update the thresholds to improve the correlations of these two sets (Figure 1). The initial threshold was set to be the middle point in the word family list range (for the lexicon), in PCFG word surprisal (for LM), and in word frequency rank (for AM). Here, we use Kaldi ASR [41] and Gentle force aligner, the dataset indices are normalized to 1. The simulated annealing optimizer fine-tunes the thresholds to maximize the F1-score of the ASR-detected segments compared to the annotations of difficult segments for the L2 learners of a target proficiency.

2.3. ASR Errors to Signal Listening Difficulty in Caption

Here, we used the Partial and Synchronized Caption (PSC) [1] and embed the ASR errors into this caption. In PSC, the audio is first fed to an ASR system. The ASR-generated and the original transcriptions are then passed to the forced aligner to obtain a word-level text-to-speech alignment. In PSC, a subset of words deemed difficult for the target proficiency are selected from the whole input transcript using features such as speech rate, word frequency, specificity, and perceptually challenging cases such as homophones and minimal pairs. The selected (difficult) words are then shown in sync with their utterance in the caption, while others are masked. Here, the difficult words are predicted by ASR errors (Figure 2).

3. Experiment

We first compare the performance of the proposed method to predict the difficult speech segments for L2 listeners using an annotated dataset. Then we experiment to examine the effectiveness of such caption in assisting L2 listeners when watching unseen TED videos.

3.1. Comparing ASR Errors with L2 Listeners’ Mistakes

We collected and annotated a corpus of TED talk videos delivered by native speakers with a cumulative length of 93 minutes, including more than 10,000 words. We chose the videos of native American English speakers (standard accent) to eliminate the effect of accent as much as possible (although dialect might have had some effect). The reason is that accent is a factor that can largely affect listening comprehension for non-native speakers and thus should be analyzed individually. When the standard accent is used, listening difficulty could be a product of many other factors, most important of which is perceptual difficulty raised by the occurrence of the acoustical homophones, minimal pairs, breached boundaries, and speech disfluencies in the audio material [1].

The videos are selected from TED talks in 2017-18 and are not present in TEDLIUM 2 training dataset. The videos are forced aligned in word-level using Kaldi ASR, and the easy/difficult labels for each word are provided by two annotators targeting L2 intermediate proficiency. Our annotators were
Table 5: Comparing the performance of proposed caption (based on errors made by Impaired ASR) with feature-based PSC on the annotated dataset for intermediate learners (%)

<table>
<thead>
<tr>
<th>Caption</th>
<th>Easy words</th>
<th>Difficult words</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Show Hide</td>
<td>Show Hide</td>
<td>Prec.</td>
</tr>
<tr>
<td>PSC-Rule</td>
<td>11.5</td>
<td>56.6</td>
<td>15.3</td>
</tr>
<tr>
<td>PSC-DT</td>
<td>9.2</td>
<td>60.9</td>
<td>10.3</td>
</tr>
<tr>
<td>PSC-NB</td>
<td>2.4</td>
<td>71.5</td>
<td>12.5</td>
</tr>
<tr>
<td>PSC-SVM</td>
<td>8.5</td>
<td>69.5</td>
<td>15.1</td>
</tr>
<tr>
<td>iASR</td>
<td>8.1</td>
<td>73.1</td>
<td>14.4</td>
</tr>
<tr>
<td>iASR+Feat</td>
<td>7.7</td>
<td>70.2</td>
<td>16.1</td>
</tr>
</tbody>
</table>

L2 instructors with clear annotation guidelines and identical instructions on the criteria to label the words. The resulting annotation has a κ=0.83 Cohen inter-annotation agreement.

To evaluate our model, we compare it with our baseline (PSC-Rule [1]). Additionally, we trained three different classifiers (SVM, Naïve Bayes, and Decision Tree) with a pool of features, including lexical (e.g., frequency, specificity, length, syllables), syntactic (e.g., part-of-speech, dependency parse relations), semantic (e.g., polysemic words, co-reference, idiomacy), and acoustic or perceptual complexities (e.g., speech rate, breached boundaries, negatives) on the dataset with all these features and the labels annotators agreed upon. Additionally, we added the features of the baseline to the caption to select easy/difficult words (denoted by iASR+Feat). Table 5 compares the performance of these methods to detect the difficult words/phrases in the input audio for the target learner proficiency. Note that, in this classification task, recall indicates the portion of the difficult words that are shown. Therefore, it is considered more important than precision.

As shown in the table, iASR obtains the best accuracy compared to other methods and gained the best recall, as it focuses on the difficult cases. However, overall, iASR+Feat demonstrates a better F1-score by labeling around 3% more words as difficult. This shows that there are still some listening difficulties (e.g., those caused by moderately high speech rate) that the Impaired ASR model cannot capture.

3.2. Predicted Difficult Segments to Improve Listening

In this experiment, the proposed caption based on Impaired ASR is compared with the no-caption as well as baseline PSC (PSC-RULE) in experiments with L2 learners of English. We are using all factors here because previous experiments with our baseline using individual factors showed that including only one feature in the caption will not lead to statistical significant improvement in learners’ comprehension. A possible explanation is that comprehension is a complex process involving decoding, and word recognition, syntax understanding, and meaning construction, and these factors are correlated [42].

In the first experiment (iASR vs. no-caption), 26 learners of English with TOEIC scores above 750 listened to TED talks of about three minutes long, either with iASR caption or without captions. After each video, the participants were asked to answer the comprehension questions and the listening cloze tests that followed (videos were rotated among participants). Figure 3 (left) shows the learners’ scores on no-caption versus iASR caption condition. As shown in the figure, participants’ scores when receiving iASR caption are significantly higher than those with no captions (p<.001).

In the next phase, these intermediate-level learners were divided into two groups and watched a series of short video segments either with baseline PSC or with iASR caption, followed by several paraphrasing questions. The numbers of shown words to both groups were controlled to be the same, while the choices of words in the baseline and enhanced versions were different. The results in Figure 3(right) show that participants who used the iASR caption obtained higher paraphrasing scores compared to the other group. This shows that the proposed caption enhances the recognition of the video and better assists with selecting words to appear in the caption.

4. Conclusions

In this study, we proposed using ASR errors as the indicators of speech difficulties that can be adapted for different L2 learners with various proficiency levels. It does so by using a calibrated selection of ASR training samples. We considered the factors that affect L2 listening for different proficiency levels and tried to match the ASR level with the L2 learner’s proficiency, considering those factors. In this regard, L2 learners’ vocabulary reservoir, acquired grammar, and listening experience is modeled by ASR’s lexicon, language model, and acoustic model. Using a guided selection of training samples, any arbitrary language proficiency can be modeled by the ASR. Our preliminary experiments with L2 learners of English revealed that such a model could predict the listening difficulties accurately and, when used with captioning, can act as an assistive tool for training L2 listening.
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