Voice Activity Detection for Live Speech of Baseball Game Based on Tandem Connection with Speech/Noise Separation Model
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Abstract

When applying voice activity detection (VAD) to a noisy sound, in general, noise reduction (speech separation) and VAD are performed separately. In this case, the noise reduction may suppress the speech, and the VAD may not work well for the speech after the noise reduction. This study proposes a VAD model through the tandem connection of neural network-based noise separation and a VAD model. By training the two models simultaneously, the noise separation model is expected to be trained to consider the VAD results, and thus effective noise separation can be achieved. Moreover, the improved speech/noise separation model will improve the accuracy of the VAD model. In this research, we deal with real-live speeches from baseball games, which have a very poor signal-to-noise ratio. The VAD experiments showed that the VAD performance at the frame level achieved 4.2 points improvement in F1-score by tandemly connecting the speech/noise separation model and the VAD model.

Index Terms: multi-task learning, speech/noise separation, tandem connection, voice activity detection

1. Introduction

Voice activity detection (VAD) [1–3] is a technique for improving speech processing efficiency and accuracy. VAD is a detection technique that identifies human speech and non-speech segments in audio data. Using a VAD technique to detect speech segments, it is no longer necessary to perform automatic speech recognition (ASR) for segments that do not include voice. As a result, this technique is expected to improve speech recognition accuracy because ASR for a non-speech segment is unnecessary. However, for speech in a noisy environment, VAD becomes difficult because the difference between the volume of the speech segment and the volume of the other noisy segments is very small.

In this paper, we aim to improve the accuracy of VAD for speech containing loud noises by simultaneously using VAD and speech/noise separation techniques. The target speech data dealt with in this study come from the live broadcast sounds of baseball games. Various kinds of loud noises are included in the sounds of a baseball game. In particular, like soccer games, Japanese baseball games are characterized by cheering using musical instruments, etc. At the moment of excitement, the signal-to-noise (S/N) ratio between the live speech and the other noises becomes almost zero. Although speech processing research for clean speech has reached a certain point, there are still many problems to be solved for speech containing loud noises, such as live sports speech. One of them is VAD.

There are many studies on VAD for speech data [2–6]. Recently, VAD research using deep learning techniques has become popular. For example, Sainath et al. [2] proposed a convolutional long short-term memory deep neural network (CLDNN)-based VAD, which accepts raw waveform. In addition, Bai et al. [3] also studied a DNN-based VAD with a Viterbi algorithm.

To improve the performance of VAD with noisy speech, it is effective to perform denoising before VAD. First, the speech-containing noise is separated into speech and noise, and VAD is then applied to the separated speech to detect the speech segment. However, in this case, the speech part is also suppressed by noise removal, which may adversely affect the subsequent VAD processing. Therefore, in this study, we propose a simultaneous training approach with speech/noise separation and VAD models using a tandem connection. Using the proposed method, the separation model is trained while taking into account the results of VAD, which allows the model to perform effective denoising against VAD. In addition, by improving the performance of the noise reduction, the accuracy of the VAD is expected to be improved. Furthermore, since there is no model training corpus for VADs in live speech from baseball games, we adopted a semi-supervised approach to dynamically generate training data from an existing speech corpus and baseball game sounds. We also show that the tandem model trained from sounds of simulated noise environments performs well on real-world data.

There is a similar study [7] to our proposed approach. Lee et al. proposed to use a U-Net model [8] to estimate speech segments from noisy speech. This U-Net model directly estimated the spectrogram of the noise and the spectrogram of the clean speech from the synthesized speech with noise through multi-task learning. At the same time, it estimated an ideal ratio mask (IRM) [9] or an ideal binary mask (IBM) [10] of speech and noise and calculated the estimated speech segment to achieve VAD. On the other hand, our research is an end-to-end approach that estimates the noise suppression mask from speech with noise and uses a neural network for VAD. In addition, Mirsamadi et al. [11, 12] have proposed a model for estimating the noise mask from the outputs of a DNN-based VAD and the clean speech estimator; however, they did not optimize multiple models simultaneously. Furthermore, Wang et al. [13] showed that estimating speech presence probabilities from outputs of a multi-task model was effective for speech enhancement tasks. However, in this study, they did not use a neural network like VAD to estimate the speech segment. On the other hand, there are also many studies on speech separation, singing voice separation, and noise reduction from speech [14]. For example, Hermans et al. [15] improved speech/singing voice/noise separation performance by jointly optimizing time-frequency masks and recurrent neural networks (RNNs) [16]. Our paper uses a U-Net architecture, which consists of convolutional layers without using RNNs, separates speech and noise, and jointly optimizes VAD to improve noise reduction performance. Additionally, there are several studies [17, 18] on noise reduction using U-Net. However, no study has yet proposed a model that simultaneously optimizes speech/noise separation and VAD models.
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2. Models

2.1. Speech/Noise Separation Model

We use a U-Net model as the speech/noise separation model. This model is known to be suitable for source separation [19]. This model can train a frequency mask filter to suppress only the noise for a speech spectrogram containing noise. As shown in Figure 1, when a speech spectrogram containing noise is input into the trained U-Net model, a frequency mask filter can be dynamically generated by the model. By applying the mask filter to the input speech spectrogram, noise-separated speech can be obtained.

The data required for training the speech/noise separation model are clean speech and speech with noise added to it. Since such a corpus does not exist, the model is trained by dynamically synthesizing clean speech with task-specific noise data. The speech length of the amplitude spectrogram input to the model is one second (16,000 samples). The speech is cut out by a Hamming window of 1,024 points, sliding at 512 points, and converted to an amplitude spectrogram using FFT. Therefore, the amplitude spectrogram of 32 frames from one second of speech, i.e., the (512, 32) shape of a two-dimensional tensor, is input to the U-Net model. This is to match the input conditions of the VAD model. Therefore, the masking process for noise suppression is performed in one-second steps.

Figure 2 shows the structure of the U-Net model used in this paper. The model consists of five convolutional layers and five inverse convolutional layers. The convolutional layer performs two-dimensional convolutional operations with a filter size of $6 \times 6$ and a stride size of two while also applying batch normalization [20]. The activation function is the leaky rectified linear unit (Leaky ReLU) function [21]. When the input is less than or equal to zero, the slope is set to 0.2. In the inverse convolutional layer, the inverse convolution operation is also performed with a filter size of $6 \times 6$ and stride size of two, and batch normalization is also applied in the same way. For the activation function in the inverse convolutional layers, the ReLU function is used from the first to the fourth layer, and the sigmoid function is used in the fifth layer to obtain filter coefficients in the range of 0 to 1. Loss is calculated based on the mean absolute error function, considering the difference between the noise-masked speech and the input clean speech.

2.2. VAD model

A CNN is also used to train the VAD model. The model structure consists of a one-dimensional convolutional layer and a fully connected layer, as shown in Figure 3, based on previous research on a real-time VAD model in noisy environments [22, 23]. The input for this model is a raw waveform with a 48 kHz sampling rate—a fixed one-second speech sample. The model has two sorts of output labels: speech segment and non-speech segment. The model decides whether the one second of input data is a speech segment or not frame-by-frame. In this VAD model, the sampling frequency of the input audio is assumed to be 48 kHz, and the model structure is optimized for this. Since we deal with 16 kHz audio in this study, the audio input to the VAD model is up-sampled from 16 kHz to 48 kHz.

The network structure of the VAD model used consists of seven one-dimensional convolutional layers and one fully connected layer. In the convolutional layer, the convolution oper-
We evaluate the proposed VAD model on live speech from baseball games. The VAD of live sports audio, such as that from baseball games, is challenging because it contains not only the voice of the announcer and commentator but also many loud noises, such as cheers of the audience and celebratory music. Figure 5 shows a sound waveform from baseball game audio. As shown in Figure 5, it is difficult to estimate the speech segment just by looking at the waveform.

In the speech separation task with live baseball game audio, the training data required for the separation model are so many kinds of sounds from baseball games and the actual live speech contained in the audio. However, it is difficult to collect a large amount of these data in practice. In this study, we collected an existing clean speech corpus and the noises in baseball stadiums and synthesized them to create pseudo-baseball game audio. For the existing clean speech corpus, we obtained 202 persons’ utterances (50 hours) randomly selected from the corpus of spontaneous Japanese [24] (CSJ, totaling 600 hours of speech), which is commonly used in Japanese speech recognition research. Since each speech file in the CSJ is labeled with information about the speech segment, it is possible to automatically generate labels for speech and non-speech segments for the VAD model. In addition to this, we collected 29 videos, such as live TV game videos and talk videos of excited speakers, and we extracted only the speech segments from these videos as clean speech. The purpose of this is to reproduce the announcer’s voice when the baseball game gets exciting. Finally, we collected 50 hours of clean speech and 15 hours of baseball noise audio. On the other hand, 67 videos of Japanese professional baseball games and high school baseball games were collected from the video distribution site YouTube to be used as noise data. In addition, the test set audio for the proposed VAD consisted of the audio of three baseball games collected from “radiko” [25], which is a service that distributes Japanese radio broadcasts over the Internet. This is a completely different set of live baseball game audio from the noise data used when the model is trained.

4. Experiment

We compare three sorts of VAD approaches to investigate the effectiveness of the proposed approach of simultaneously training the speech/noise separation and the VAD models as follows:

- **VAD only**: Train the VAD model from speech with noise (pseudo-synthesized audio). The separation model is not used.
- **Separate**: Train the separation model and the VAD model separately, and then apply the VAD model after speech separation.
- **Tandem (proposed)**: Train the tandem connection model consisting of the separation and the VAD.

For each model, the input speech (or its amplitude spectrogram) duration is 1 second and shifted by 0.5 seconds. The VAD per-
performance is measured frame-by-frame (one frame, one second) using the F1-score, which is the harmonic mean of the recall rate and the precision rate of each speech segment class and non-speech segment class.

4.1. Experimental Setup

When training the noise reduction and VAD models separately, the mini-batch size was set to 256 for both the separation model and the VAD model. A one-second amplitude spectrum of (32, 512) shapes was input into the separation model. On the other hand, one-second audio with a sampling frequency of 48 kHz was also input into the VAD model. Since the sampling frequency of clean speech and baseball noise was 16 kHz, sounds were up-sampled to 48 kHz to match the VAD model. Adam [26] was used as the optimization function for both models, and the learning rate was set to 1e-03 and 1e-04 for the separation and VAD models, respectively.

In the tandem model, the mini-batch size was set to 256. Separate optimization functions (Adam) were prepared for the two models in the tandem model: the learning rates of the VAD network and the U-Net were set to 1e-05 and 1e-07, respectively. The combination of the loss values from the two models has been described in Section 2.3.

The training and evaluation data have also been described in Section 3. Ten (about 4 hours) of the 50 hours of clean speech were used to validate the models.

4.2. Results

Table 1 shows the VAD results for the test audio from baseball games. Table 1 (a) indicates the VAD results when only the VAD model was trained, Table 1 (b) shows the results when the two models were trained separately, and Table 1 (c) shows the results when the two models were tandemly connected and trained simultaneously. These tables show the number of segments (frames) estimated in the speech and non-speech segments, the F1-score for each class, and their macro-averages.

First, comparing Table 1 (a) and (b), the F1-score (macro-average) improved from 84.3% to 85.9% by applying VAD after the noise separation rather than the VAD model alone. In particular, the F1-score for non-speech segment detection was greatly improved, indicating that the separation model could suppress the false detection of speech. However, there was no significant improvement in speech segment detection. Figure 6 (a) shows a spectrogram of input noisy speech, which was noise-suppressed by the separation model. Looking at the 800 Hz to 1,000 Hz frequency band from 1.8 to 4.2 seconds, not only the noise but also the speech was suppressed. Thus, it is possible that the separation model also suppresses speech.

On the other hand, the proposed method (the tandem connection model) improved the F1-score (macro-average) by 2.6 points compared to training the two models separately. Moreover, the F1-score of the non-speech segment increased by 3.7 points compared to the results of training the models separately and by 6.4 points compared to the results of training the VAD model alone. Furthermore, the F1-score of the speech segment also increased by 3.5 points compared to when the models were trained separately. Figure 6 (b) also shows the noise suppression results for the tandem connection model (same audio as in Figure 6 (a)). When the noise suppression models were trained separately, the speech was also suppressed; however, in the tandem model, the suppressed speech was retained.

In summary, the experimental results confirmed that the performance of the VAD for the noisy live speech of baseball games was improved by simultaneously optimizing the speech/noise separation model and the VAD model. Furthermore, although the proposed model was trained on simulated data, the model worked well for actual baseball game sounds.

5. Conclusions

We proposed a VAD approach that used a tandem connection of the speech/noise separation model and the VAD model and trained them simultaneously on the VAD task for live baseball game speech with loud noise. Simultaneous optimization training of the tandem model was expected to enhance noise suppression effectiveness and prevent the fatal suppression of speech segments. The proposed model for VAD was evaluated on actual live audio of baseball games. Although the model was trained from pseudo-simulated sounds by synthesizing clean speech and live audio of baseball games, the model achieved good VAD performance on the actual live sound. Finally, the proposed model improved the F1-score by 4.2 points (from 84.3% to 88.5% in the F1-score) compared to the VAD model alone.

In future work, we will use a multi-task model in which part of the layers of the separation and VAD models is shared. Further improvement in VAD accuracy can be expected by constructing a model that shares the feature extraction part of the separation model and the VAD model.
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