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Abstract
With the rise in usage of voice assistants and spoken language interfaces, important concerns regarding voice data privacy have been prompted. In an attempt to reduce the threat of attacks on voice data, in this paper, we propose a speaker anonymization system based on CycleGAN. This method modifies the speaker’s gender and accent information from the original speech signal. The proposed method gives a more natural-sounding anonymized voice in addition to a de-identified speaker. We have chosen baseline-1 of The Voice Privacy Challenge-2020 as our baseline system. Training of CycleGAN, ASR, and ASV experiments are performed on the subset of Librispeech corpus. In this paper, the double anonymization technique is also explored in which the CycleGAN-based anonymization technique is adopted on top of the baseline system. Experimental results show that combining the proposed method with the x-vector and neural source-filter (NSF) system. Experimental results show that combining the proposed method with the x-vector and neural source-filter (NSF) model-based method (baseline system) gives up to 5.61% relative improvement in EER of original-anonymized, enroll-trial pairs. However, it gives up to 19.30% relative improvement in EER for anonymized-anonymized enroll-trial pairs. We observed that along with the good speaker de-identification, the anonymized utterances have adequate speech intelligibility and naturalness.

Index Terms: Voice privacy, voice anonymization, CycleGAN.

1. Introduction
Speech is widely used as the powerful form of communication between humans and several automated systems. Due to the advancement and ease of voice biometrics and voice assistants, people use them for online banking, security, transcribing meetings, online purchases, etc. [1]. However, voice data contains sensitive and speaker’s personal information, such as password, age, gender, health status, geographical background, etc., which may result in privacy risk for the speaker [2]. Hence, the General Data Protection Regularization (GDPR) highlights personal data protection in the speech signal: cryptographic methods, de-identification, pseudonymization, and anonymization of speech. The system that incorporates this method is called a voice privacy system [5].

Speaker anonymization is a process of hiding or modifying a speaker’s identity such as the resultant speech sounds as if it was uttered by a different speaker (i.e., pseudo speaker) without affecting the linguistic content. The unprocessed voice of user is given to the system and the resulting speech signal is called trial utterance of the pseudo speaker. Considerable methods for anonymization have been proposed in [6, 7, 8, 9, 10, 11, 12, 13] and much more. Some of these studies include methods based on voice transformation (VT) [14], VoiceMask, vocal tract length normalization (VTLN)-based voice conversion (VC), and noise (i.e., pink noise) addition. In [6], authors have proposed a de-identification approach - voice mask via two frequency warping functions. In addition, it is observed that the age and gender modification of the speaker can be also altered to anonymize the speech signal. To that effect, authors in [15] have changed fundamental frequency (i.e., \( F_0 \)), the first four formant frequencies (i.e., \( F_1 \) – \( F_4 \)), and corresponding –3dB bandwidths (i.e., \( B_1 \) – \( B_4 \)) which carry speaker-specific information, in particular, the higher formants.

Fang et. al. [9] proposed to modify speaker embedding (x-vector) after separating it from the linguistic content (i.e., \( F_0 \)). The modified x-vector is then used with the original linguistic characteristics to generate the anonymized voice with the help of neural source-filter (NSF) model. This approach is proposed as the primary baseline of the Voice Privacy Challenge organized during INTERSPEECH 2020 [17]. Recently, a study represented by Mawalim et al. [18], this x-vector and NSF-based approach is further improved using singular value modification of x-vector. These both approaches need an x-vector pool to have the anonymized x-vector.

Generative Adversarial Networks (GANs) are mainly proposed to estimate probability density function of underlying data [19, 20, 21]. It has many variants proving their effectiveness in several major fields. One such network is CycleGAN, popular in voice conversion [22]. The capability of CycleGAN to translate features from one-domain to another makes it a suitable candidate for the anonymization approach in our proposed study. Hence, we have used CycleGAN to adapt features of male and female speakers. We have also explored the effect of combining proposed approach to the baseline system, i.e., double anonymization.

2. CycleGAN for Voice Privacy
GANs are an impressive field due to their ability to generate realistic outputs for various generative problem domains, such as image-to-image translation, generating realistic photos, and VC, etc. There are many variants of GANs, namely, conditional GANS (cGAN), stackGAN, CycleGAN, Wasserstein GANS (WGAN), etc. The CycleGAN is a well known architecture, which has concept of cycle-consistency in the GAN architecture [23]. In this study, we have translated features between two domains, male and female using CycleGAN, which is discussed in this Section.

2.1. CycleGAN architecture
We have used CycleGAN-VC2 architecture similar to described in [22], with some minor improvements. For discriminator network, instead of using FullGAN which fails to capture high frequency structures, a more efficient PatchGAN with three down-
sampling layers is used [24]. 2-1-2D generator described in [22]
is used with some modification to reconstruct features as close to real as possible. For the two downsampling layers, strided 2D convolution layers with instance normalization and gated linear units (GLU) as activation function were used [25]. To perform feature transformation six residual layers of 1D CNN with instance normalization and GLU were used. To make network learn its own upsampling, instead of using interpolation with pixel-shuffle, strided transpose-convolution layers are used as two upsampling layers. To adjust feature dimensions during reshaping, done before and after residual layers, 1 × 1 D convolution is applied. For CycleGAN-based voice transformation, instead of separating dataset speaker-wise, we have formed two classes based on the gender of speakers, namely, female class and male class. Through CycleGAN training, we attempt to transform the male speech into female speech and vice-versa.

Let \( M \subseteq \mathbb{R}^{D \times T} \) be feature space representing male speaker utterances, and \( F \subseteq \mathbb{R}^{D \times T} \) be representing feature space of female utterances. \( D \) is the dimension of feature vector being used, while \( T \) corresponds to the number of speech frames. Our goal is to convert \( m \in M \) to \( f \in F \), and vice-versa. For which mapping functions \( G_{M \rightarrow F} : M \rightarrow F \), and \( G_{F \rightarrow M} : F \rightarrow M \) are learned with the use of CycleGAN network. To improve the performance of these mapping functions, they are trained in adversary with discriminating functions \( D_{M} : \mathbb{R}^{D \times T} \rightarrow [0, 1] \), and \( D_{F} : \mathbb{R}^{D \times T} \rightarrow [0, 1] \).

CycleGAN is trained with four different loss functions to make these mappings more accurate [22].

**Adversarial loss:** To perform the task of voice transformation, and learn the mapping functions, generators are trained in adversary with discriminators, whose job is to discriminate between real features and transformed features. For a pair of generator and discriminator, \( G_{M \rightarrow F} \) and \( D_{F} \), the goal of generator is to make \( G_{M \rightarrow F}(m) \sim F \), while the goal of \( D_{F} \) is to discriminate between them. Adversarial loss for the given generator-discriminator-pair is defined as:

\[
\mathcal{L}_{adv}(G_{M \rightarrow F}, D_{F}) = E_{f \sim P_{F}(f)}[\log D_{F}(f)] + E_{m \sim P_{M}(m)}[\log(1 - D_{F}(G_{M \rightarrow F}(m)))].
\]

**Cycle-consistency loss:** Since the task of generators is to convert feature from one class to another, we should be able to reconstruct back original feature by using another generator. In the other words, two mapping functions \( G_{M \rightarrow F}, \) and \( G_{F \rightarrow M} \) should be inverse of each other. This ensures that two mappings are one-to-one mappings (and also onto), as well as \( G_{F \rightarrow M}(G_{M \rightarrow F}(m)) \approx m \).

\[
\mathcal{L}_{cyc}(G_{M \rightarrow F}, G_{F \rightarrow M}) = E_{m \sim P_{M}(m)}[\|G_{F \rightarrow M}(G_{M \rightarrow F}(m)) - m\|_{1}] + E_{f \sim P_{F}(f)}[\|G_{M \rightarrow F}(G_{F \rightarrow M}(f)) - f\|_{1}],
\]

where \( \| \|_{1} \) represents \( L_{1} \)-norm, and \( E[\cdot] \) represents expectation operator.

**Identity-mapping loss:** Identity-mapping loss ensures that a feature belonging to target feature space in mapping function is mapped to itself, i.e., \( G_{f \rightarrow M} M \rightarrow F(f) = f \). Other than that it is also used to preserve the intelligibility of the utterance, since adversarial loss and cycle-consistency loss are used to perform speaker identity transformation between class of speakers, and they alone cannot ensure that linguistic content does not become corrupted.

\[
\mathcal{L}_{id}(G_{M \rightarrow F}, G_{F \rightarrow M}) = E_{m \sim P_{M}(m)}[\|G_{F \rightarrow M}(G_{M \rightarrow F}(m)) - m\|_{1}] + E_{f \sim P_{F}(f)}[\|G_{M \rightarrow F}(G_{F \rightarrow M}(f)) - f\|_{1}],
\]

Two-step adversarial loss: To further stabilize the training of CycleGAN and to negate the effect of smoothing caused by \( L_{1} \)-norm from cycle-consistency loss, we also apply a second adversarial loss for reconstructed features.

\[
\mathcal{L}_{adv2}(G_{M \rightarrow F}, G_{F \rightarrow M}, D_{F}) = E_{f \sim P_{F}(f)}[\log D_{F}(f)] + E_{m \sim P_{M}(m)}[\log(1 - D_{F}(G_{M \rightarrow F}(G_{F \rightarrow M}(f))))].
\]

All the four functions are used to optimize the generators, while discriminators are only optimized using adversarial loss. To calculate the total objective of the generator, all the loss functions added with their associated weights. These weights are taken as hyperparameters \( \lambda_{adv}, \lambda_{cyc}, \lambda_{id} \), and \( \lambda_{adv} \).
\[
\mathcal{L}_{\text{gen}} = \lambda_{\text{adv}} \mathcal{L}_{\text{adv}}(G_{F \rightarrow M}, D_M) + \\
\lambda_{\text{adv}} \mathcal{L}_{\text{adv}}(G_{M \rightarrow F}, D_F) + \\
\lambda_{\text{adv}} \mathcal{L}_{\text{adv}}(G_{M \rightarrow F}, G_{F \rightarrow M}, D_M) + \\
\lambda_{\text{cycle}} \mathcal{L}_{\text{cycle}}(G_{F \rightarrow M}, G_{M \rightarrow F}, D_F) + \\
\lambda_{\text{id}} \mathcal{L}_{\text{id}}(G_{F \rightarrow M}, G_{M \rightarrow F}).
\] (5)

### 2.2. Double Anonymization

We have also explored the double anonymization approach for anonymization in which CycleGAN-based technique is applied on top of the baseline system. The overall double anonymization system block diagram is shown in Fig. 1, where the left side of the dashed line is the baseline system, whereas the right side part is the proposed CycleGAN-based anonymization system. The baseline system is explained in next Section. For CycleGAN-based anonymization, Mel Cepstral Coefficients (MCEP), fundamental frequency (\(F_0\)) contour, and periodicity (AP) were extracted. Then only the MCEP and \(F_0\) is modified keeping AP the same as that of original. These modified MCEP, \(F_0\), and original AP is used to have the anonymized utterances from the WORLD vocoder.

### 3. Experimental Setup

#### 3.1. Dataset Used

Three subsets of LibriSpeech corpus [26] are used to train, develop, and evaluate the proposed voice privacy system. The Libri-train-clean-360 dataset is used for the training of the ASV and ASR models. The remaining two subsets, Libri-dev-clean and Libri-test-clean are used as development and evaluation datasets, respectively. These both the datasets are subdivided into trials and enrolls for the ASV performance assessment. More details related to datasets are given in [17].

#### 3.2. Baseline System

We have used the anonymization method proposed in [9] as our baseline system. Three features, namely, fundamental frequency (\(F_0\)), bottleneck (BN) features, and speaker-specific x-vector are extracted from the original input speech signal. For anonymization, x-vectors are modified, to have a different x-vector (i.e., pseudo x-vector) corresponding to a pseudo speaker. For getting the pseudo x-vector that is farthest from N (i.e., 200), x-vectors (taken from an external pool) are averaged. This pseudo x-vector and the original \(F_0\) and BN features are used to get the anonymized utterance using the NSF model. This algorithm is shown in the left part of the dashed line in the functional block diagram represented in Fig. 1. This approach is chosen as the baseline system since our proposed system is also a deep learning-based privacy preservation method.

#### 3.3. CycleGAN

##### 3.3.1. Input Features

To achieve the task of Voice Privacy through VC, 36-dimensional \((0^{th} + 35)\) MCEP, and \(F_0\) were used. MCEP, \(F_0\), contour, and AP were extracted using WORLD vocoder [27]. For effective voice conversion, MCEPs are transformed using trained CycleGAN network, while \(F_0\) contour is transformed using logarithmic Gaussian normalized transformation [28]. AP of the utterance is left untouched.

##### 3.3.2. CycleGAN training

Normalized MCEPs with zero mean and unit variance were given as an input to train the CycleGAN network. 7,000 utterances from each male and female class were taken to train our network. The network was trained with randomly selected 256 frames, which added more randomness on top of randomly selected utterances. To converge our GAN network with proper stability, and to help generator in learning, Least Squares GAN (LSGAN) were used [29]. For generators initial learning rate was taken as \(4 \times 10^{-4}\) and for discriminators, it was taken as \(2 \times 10^{-4}\). Network was trained for a total of \(5 \times 10^4\) iterations with a batch size of 8. A multi-step learning rate exponential decay function was implemented which decreased the learning rate by a factor of \(\gamma = 2\) at iterations \(4 \times 10^{-4}\) and \(2 \times 10^{-4}\). To optimize the network model weights, Adam optimizer was used with \(\beta_1 = 0.5\) and \(\beta_2 = 0.999\). Weights of the loss functions, \(\lambda_{adv}, \lambda_{id}, \lambda_{cycle}\), were initialized as 1, 5, and 10 respectively, of which \(\lambda_{id}\) was reduced to 0 once \(2 \times 10^4\) had passed.

#### 3.4. Objective evaluation

The voice privacy system needs to be evaluated for speaker verification and speech intelligibility. An ASV system verifies the speaker identity modification by producing a high equal error rate (EER) (i.e., less accuracy of the ASV system for a particular target speaker). ASV system performance is evaluated for the three cases: (i) original-original (O-O) utterances, (ii) original-anonymized (O-A) utterances, and (iii) anonymized-anonymized (A-A) utterances. For speech intelligibility, an ASR system is used which checks the loss that occurred in the information provided by the anonymized speech signal in terms of word error rate (WER). Hence, lesser WER reflects lesser linguistic information loss during anonymization. We have further used the recently introduced similarity measure for pseudonymization, namely, de-identification (DeID) measure [30]. It resembles the uncertainty for linkability between given utterance and the speaker identity.

### 4. Experimental Results

This Section presents results on the CycleGAN-based anonymization method. The performance is measured with the help of ASV and ASR systems. Table 1 and Table 2 shows the experimental results for CycleGAN and double anonymization approach.

#### 4.1. Results of ASV and ASR Systems:

As explained earlier in sub-Section 3.4, the ASV evaluation is carried out for three combinations of enroll and trial pairs. The O-A case gives the ASV score stating the effectiveness of the anonymization method, whereas the A-A case reflects the capability of a method to anonymize a speaker in a different way for every utterance. We can observe from Table 1 that the CycleGAN-based approach lacks performance in terms of EER, however, the corresponding ASR results reflects that with approximately 40% of EER, it still gave 4.71% WER which is nearer to WER of the original speech. These results show that the CycleGAN-based approach gives better speaker de-identification with lesser damaged linguistic content via less WER.

From the above discussion, we can say that the baseline system has the capability to do de-identification, however, it lacks performance w.r.t. speech intelligibility and naturalness. Whereas the CycleGAN-based approach gives comparatively good EER, with effectively protecting speech intelligibility. Hence, we propose to use the CycleGAN network on top of the baseline system in order to get both better speaker de-identification and intelligibility. It was observed that using the double anonymization approach gives approximately 50% EER.
Table 1: ASV results of CycleGAN-based and double anonymization methods for development and test data (O-original, A-anonymized speech; Gen denotes gender: f-female, m-male)

<table>
<thead>
<tr>
<th>#</th>
<th>Dataset</th>
<th>Enroll</th>
<th>Trial</th>
<th>Gen</th>
<th>EER (%)</th>
<th>Baseline</th>
<th>CycleGAN</th>
<th>Double Anon. (relative % improvement)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>libri-dev</td>
<td>O</td>
<td>O</td>
<td>f</td>
<td>8.66</td>
<td>8.66</td>
<td>8.66 (0)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>O</td>
<td>A</td>
<td>f</td>
<td>50.14</td>
<td>43.32</td>
<td>53.12 (+5.94)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>A</td>
<td>A</td>
<td>f</td>
<td>36.79</td>
<td>26.14</td>
<td>38.78 (+5.41)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>libri-dev</td>
<td>O</td>
<td>O</td>
<td>m</td>
<td>1.24</td>
<td>1.24</td>
<td>1.24 (0)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>O</td>
<td>A</td>
<td>m</td>
<td>57.76</td>
<td>33.23</td>
<td>52.80 (-8.58)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>A</td>
<td>A</td>
<td>m</td>
<td>34.16</td>
<td>24.19</td>
<td>38.98 (+14.11)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>libri-test</td>
<td>O</td>
<td>O</td>
<td>f</td>
<td>7.66</td>
<td>7.66</td>
<td>7.66 (0)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>O</td>
<td>A</td>
<td>f</td>
<td>47.76</td>
<td>37.77</td>
<td>49.45 (+4.63)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>A</td>
<td>A</td>
<td>f</td>
<td>32.12</td>
<td>23.18</td>
<td>38.32 (+19.30)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>libri-test</td>
<td>O</td>
<td>O</td>
<td>m</td>
<td>1.11</td>
<td>1.11</td>
<td>1.11 (0)</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>O</td>
<td>A</td>
<td>m</td>
<td>52.12</td>
<td>32.07</td>
<td>47.88 (-8.13)</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>A</td>
<td>A</td>
<td>m</td>
<td>36.75</td>
<td>24.01</td>
<td>40.31 (+9.68)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: ASR results of Baseline-1, CycleGAN, and double anonymization for development and test data (O-original, A-anonymized speech)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Data</th>
<th>WER (%)</th>
<th>Baseline</th>
<th>CycleGAN</th>
<th>Double Anon.</th>
</tr>
</thead>
<tbody>
<tr>
<td>libri-dev</td>
<td>O</td>
<td>3.82</td>
<td>3.82</td>
<td>3.82</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>6.39</td>
<td>4.71</td>
<td>8.62</td>
<td></td>
</tr>
<tr>
<td>libri-test</td>
<td>O</td>
<td>4.15</td>
<td>4.15</td>
<td>4.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>6.73</td>
<td>4.75</td>
<td>9.11</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Voice similarity matrices for the proposed method on (a) libri-dev-trials-f, and (b) libri-dev-trials-m datasets.

4.2. Analysis of Voice Similarity:

In addition to the ASV and ASR performance, we have also analyzed the recently proposed similarity metric, DeID which is derived from similarity matrices, as shown in Fig. 2 and Fig. 3. In Fig. 2(a), upper-left quadrant (M_{OO}) reflects the voice similarity within the original speech signals [30] for development set. And the same is for anonymized speech signals in the bottom-right quadrant (M_{AA}) as shown in Fig. 2(b). The upper-right (M_{OA}) and bottom-left (M_{AO}) quadrants show the similarity between original and anonymized speech signals. We can observe that there is less similarity for the A-A case (i.e., less dominant diagonal in (M_{AA})) with diagonal values near to 0.5. However, the O-A case has almost no similarity (i.e., no dominant diagonal is observed), which reflects that the proposed double anonymization method is giving good speaker de-identification. In particular, the DeID was found to be 99.54% for libri-dev-trials-f, and 99.89% for libri-dev-trials-m set. Similar observations were also found in the test set as shown in Fig. 3.

5. Summary and Conclusions

This study presents a CycleGAN-based anonymization approach for voice privacy system. We have used CycleGAN framework for converting gender-specific information in the utterance (i.e., female class to male class), instead of one-to-one mapping. We have used MCEP, F0, and AP features for this purpose. From the results, it can be observed that this architecture gives good anonymization with very less degradation speech quality. The WER obtained for the CycleGAN-based approach is found to be near to the WER of original speech signal. Hence, we have also explored the effect of double anonymization approach, where this framework is applied on top of the baseline system approach. We observed that this double anonymization approach gives better speaker anonymization (i.e., more EER), however, the speech quality was degraded from that of the original speech signal. However, the WER from double anonymization approach is still less than the baseline system. Hence, we can say that the proposed anonymization method can be used for preserving speaker-specific information. This system can be improved by focusing on the speech intelligibility improvement techniques. In addition, other GAN architectures also can be explored for anonymization.
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