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Abstract
For speech enhancement, deep complex network based methods have shown promising performance due to their effectiveness in dealing with complex-valued spectrums. Recent speech enhancement methods focus on further optimization of network structures and hyperparameters, however, ignore inherent speech characteristics (e.g., phonetic characteristics), which are important for networks to learn and reconstruct speech information. In this paper, we propose a novel self-supervised learning based phone-fortified (SSPF) method for speech enhancement. Our method explicitly imports phonetic characteristics into a deep complex convolutional network via a Contrastive Predictive Coding (CPC) model pre-trained with self-supervised learning. This operation can greatly improve speech representation learning and speech enhancement performance. Moreover, we also apply the self-attention mechanism to our model for learning long-range dependencies of a speech sequence, which further improves the performance of speech enhancement. The experimental results demonstrate that our SSPF method outperforms existing methods and achieves state-of-the-art performance in terms of speech quality and intelligibility.

Index Terms: speech enhancement, self-supervised learning, contrastive predictive coding, self-attention mechanism

1. Introduction
Speech enhancement is an important speech processing task aiming to improve the intelligibility and overall perceptual quality of a contaminated speech signal [1]. The intelligibility is a measurement of how comprehensible a speech signal is, while the perceptual quality measures how easy it is for a listener to perceive the content of a speech signal. Normally, a perceptual high-quality sound sounds more natural, rhythmic, yet less raspy, hoarse or scratchy, etc [1].

In the real world, additive noise (e.g., fan noise) and convolutional noise (e.g., room reverberation) are two common noise types that can degrade speech signals drastically. Correspondingly, many approaches (e.g., denoising, dereverberation) have been proposed and widely used in practical applications such as mobile communication [2], hearing-aids [3], and noise-robust speech recognition [4]. However, the performance of speech enhancement, especially in a real-life environment, still needs to be improved further.

Currently, data-driven deep learning based methods have been thriving in speech signal processing [5, 6], computer vision [7], and natural language processing [8]. For speech enhancement, existing deep learning based models, which pursued the optimal structures with dozens of network layers, have improved the performance of speech enhancement in different scenarios [9, 10, 11, 12, 13]. However, the performance might not be improved all along if we just stack the network layers exhaustively [14]. In addition, ignoring essential information of speech signals (e.g., phase and phonetic information) is also a challenging issue in speech enhancement [15].

For phase-aware speech enhancement, deep complex network based methods have demonstrated their effectiveness in dealing with complex-valued spectrums [16]. A deep complex network was originally proposed to construct richer and more versatile representations of an image or audio signal [17]. Based on this network, recently, Hsieh et al. [18] proposed a Phone-Fortified Perceptual loss (PFP) for enhancing network optimization. They indicated that the phonetic characteristic information is the key to optimizing speech enhancement with respect to human perception, but the latent features for speech characteristics learning in previous models seemed to be lacking in phonetic characteristic information. Moreover, they also indicated that the objective functions based on point-wise distances might not fully reflect the perceptual difference between noisy and clean speech signals. Thus, the phonetic characteristics extracted by a pre-trained Contrastive Predictive Coding (CPC) model were introduced in their model but just for loss calculation.

Inspired by [18], we propose a new speech enhancement method, which focuses on improving speech representation learning via importing the phonetic characteristics into an improved deep complex network explicitly. We adopt a self-supervised learning based CPC model for speech phonetic information extraction because of CPC’s great speech representation learning capability. To import phonetic characteristics, we propose a new feature embedding network to re-embed the extracted features and then fuse them with the original frequency spectrum features. We consider that explicitly supplementing speech phonetic information can effectively enhance speech representation learning. Moreover, we also apply the self-attention mechanism to the deep complex network specifically, which aids in learning long-range dependencies of a speech sequence and improving the performance of speech enhancement further. In our experiments, we explore multiple CPC-based pre-trained models for speech phonetic information extraction and compare their performance fully. We also investigate the impact of the size of training data on our enhancement model and unfold the results in terms of signal-to-noise ratios (SNR) and noise types.

In the following, we give the related work in Section 2. We describe the details of our model in Section 3. In Section 4, we describe the setup of experiments. The experimental results are presented in Section 5. Finally, we report our conclusions and acknowledgements in Section 6 and Section 7.

2. Related Work
The existing work related to speech phase information preservation and representation learning is introduced in this section.
2.1. Phase Information Preservation

For phase information preservation, an end-to-end speech processing framework has been considered as a plausible solution, which receives a raw speech waveform as input and outputs the processed speech waveform directly [19]. Since a raw speech waveform naturally contains phase information, the end-to-end speech enhancement can preserve the phase information from the contaminated speech sequence without extra handcrafted feature pre-processing. Generally, the handcrafted pre-processing operation such as traditional speech feature extraction may only capture acoustic information, but ignore other important information such as the speech phase [20]. The end-to-end framework can alleviate this problem by taking in the raw speech waveform. However, for speech enhancement, reusing the phase information of noisy speech generally causes a serious mismatch between reconstructed speech and clean speech, especially under extremely noisy conditions [16].

Further, jointly estimating the speech magnitude and phase information with a complex-valued network is another approach [20]. Unlike the real-valued network that only changes the scale of the magnitude spectral mapping without the phase information processing [15], the complex-valued network [17] learns speech magnitude and phase information with the real and imaginary part, respectively, which has been proven to be an effective framework [16, 18] for speech enhancement. Thus, we also adopt the complex-valued network for speech magnitude and phase response preservation in this research.

2.2. Speech Representation Learning

Learning appropriate speech representation is a fundamental and effective way to improve speech signal processing. With the development of speech signal processing, different speech feature representations were proposed such as Mel-frequency cepstral coefficients (MFCCs), a general all-purpose frame-level acoustic feature [21]; Identity vector (I-vector), a high-dimensional utterance-level speech representation [22]; Speech2vec (i.e., speech version of word2vec [23]), a semantic representation of an audio segment with a fixed-length vector [24]. These speech feature representations have been used widely in specific speech tasks.

Recently, a self-supervised learning based CPC model was developed to extract useful data representation from high-dimensional data space with a powerful autoregressive model [25]. Specifically, the probabilistic contrastive loss was proposed to induce the latent space to capture information that was maximally useful to predict future samples. The self-supervised learning mechanism enables CPC to learn a general and effective representation with massive unlabelled data. CPC was tested in different data modalities such as speech, images, natural language and obtained promising results [25, 26, 27]. In this paper, we introduce two CPC-based models (i.e., wav2vec [26] and vq-wav2vec [28]) for speech representation learning.

2.2.1. wav2vec

Wav2vec [26], a pre-trained CPC model as shown in Figure 1, can learn a general speech representation by training with large amounts of unlabelled raw audio data. The model consists of two convolutional neural networks (i.e., an encoder network and a context network). The encoder network embeds the raw audio signal in a latent space and outputs a low-frequency representation to the context network (also known as an aggregator), which creates a contextualized vector representation by combining the latent representation from multiple time steps. The model can be trained to distinguish a future sample from the distractor samples, which is drawn from a proposal distribution, by minimizing the contrastive loss for each step. After training, the output of the context network can be considered as the desired representation of the input audio.

2.2.2. vq-wav2vec

Vq-wav2vec [28] is based on wav2vec, as shown in Figure 1. It has an architecture like wav2vec but with an additional quantization module between the encoder network and the context network. The quantization module replaces the original representation $z$ by $z'$ from a fixed size codebook, of which the one-hot representation can be computed by using the Gumbel-Softmax or K-means clustering approaches [28]. Vq-wav2vec, which learns the discrete representations of fixed length segments of an audio signal, enables well-performing language processing algorithms [29] to be applied directly to speech data. In this paper, we use both wav2vec and vq-wav2vec as phonetic characteristics extractors for speech enhancement model training and compare their performances in the Results Section.

3. The proposed method

In this paper, we propose a new self-supervised learning based phone-fortified (SSPF) method for speech enhancement. Our method adopts a deep complex convolutional network to estimate a complex ratio mask for noisy information filtering. As shown in Figure 2, the deep complex network is a refined U-Net architecture [30] and incorporates multiple well-defined complex-valued blocks to deal with complex-valued spectrum [17]. In detail, the complex U-Net adopts multiple complex convolutional and transposed convolutional layers with skip-connections [31], complex batch normalization, and LeakyRelu activation [18] as the main components, which are admittedly functional parts to learn representations of multiple data modalities effectively such as image and speech. For speech enhancement, the complex-valued architecture with real and imaginary parts is used to learn speech magnitude and phase information simultaneously [17].

Referring to Figure 2, our speech enhancement model converts a noisy speech signal to an enhanced speech signal with a learnable complex mask derived from the complex U-Net.
model. To improve the speech representation learning of our speech enhancement model, we employ a pre-trained CPC-based model to extract the phonetic characteristics, which are then fused with the standard frequency spectrum feature converted by short-time Fourier transform (STFT). Here, a simple feature embedding network is proposed to re-embed and normalize the representation of the phonetic characteristics so that it can be fused with the frequency spectrum feature by point-wise addition. The proposed feature embedding network consists of multiple transposed convolutional layers followed by ReLU activation and max-pooling [32] and the network parameters are trained along with the complex U-Net simultaneously. We apply a self-attention layer in the middle of complex U-Net since the self-attention layer can learn the long-range dependencies of a speech sequence and further improve speech representation learning. At last, the frequency spectrum feature is point-wise multiplied with the complex-valued ratio mask again to derive the enhanced spectrum, and then the inverse STFT module transforms the enhanced spectrum to a speech waveform.

During the loss calculation, the same pre-trained CPC model is applied again to transform the waveform into a batch of sequence vectors, which are rich in phone-fortified information for a speech evaluation. We follow the effective phone-fortified perceptual loss proposed in [18]. The formulation can be described as below:

\[ L_{pfp}(x, \hat{x}) := E_{x, \hat{x} \sim D}[\left\| \phi_{cpc}(x) - \phi_{cpc}(f(\hat{x})) \right\|_1], \]

where \( x \) denotes the clean speech; \( \hat{x} \) denotes the paired noisy speech; \( \phi_{cpc} \) is the pre-trained CPC model for phonetic representation extraction; \( f \) denotes the enhancement procedure. The PFP loss calculates the absolute distance between a clean and an enhanced speech phonetic vector.

4. Experiments

4.1. Database

The VCTK database [33, 34] is an open and standard speech corpus for performance evaluation of speech enhancement systems. The original clean speech was selected from the Voice Bank corpus [35]. In addition, eight real noise files and two artificially generated noise files were used to generate paired noisy speech.

For training, two sub-databases were created: one has 28 speakers, which includes 14 males and 14 females with the same accent (England) [33]; another one has 56 speakers, which includes 28 males and 28 females with different accents (Scotland and United States) [34]. The SNR values were set to 15dB, 10dB, 5dB and 0dB. Moreover, each clean speech waveform was normalized, and the silence segments were trimmed off at the beginning and the ending when the silence segments were longer than 200ms.

Another two speakers (a male and a female), not included in the training data, were selected as the test data with an English accent. Five other noise types, different from training data, were selected from the DEMAND database\(^1\), including a domestic noise (in a living room), an office noise (in an office space), a transport noise (in a bus) and two street noises (in an open area cafeteria and a public square). The SNR values were set to 17.5dB, 12.5dB, 7.5dB and 2.5dB, respectively.

\(^1\)http://parole.loria.fr/DEMAND/
Table 2: The evaluation results of W2V_FSA with 56-speaker and 84-speaker (the mixture of 28-speaker and 56-speaker). Meanwhile, all scenes with different SNR and noise types are demonstrated separately. The best scores are highlighted in bold.

<table>
<thead>
<tr>
<th>Metric</th>
<th>W2V_FSA 2.5dB</th>
<th>7.5dB</th>
<th>12.5dB</th>
<th>17.5dB</th>
<th>Living</th>
<th>Office</th>
<th>Bus</th>
<th>Cafe</th>
<th>Square</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>PESQ 56-speker</td>
<td>2.61</td>
<td>3.04</td>
<td>3.29</td>
<td>3.55</td>
<td>2.86</td>
<td>3.57</td>
<td>3.52</td>
<td>3.61</td>
<td>2.61</td>
<td>2.97</td>
</tr>
<tr>
<td>84-speker</td>
<td>2.67</td>
<td>3.08</td>
<td>3.31</td>
<td>3.53</td>
<td>2.93</td>
<td>3.55</td>
<td>3.52</td>
<td>3.65</td>
<td>3.02</td>
<td>3.13</td>
</tr>
<tr>
<td>CSIG 56-speker</td>
<td>3.75</td>
<td>4.22</td>
<td>4.47</td>
<td>4.70</td>
<td>4.02</td>
<td>4.70</td>
<td>4.63</td>
<td>3.82</td>
<td>4.20</td>
<td>4.27</td>
</tr>
<tr>
<td>CBAK 56-speker</td>
<td>3.12</td>
<td>3.50</td>
<td>3.73</td>
<td>3.99</td>
<td>3.38</td>
<td>3.98</td>
<td>3.74</td>
<td>3.25</td>
<td>3.53</td>
<td>3.57</td>
</tr>
<tr>
<td>84-speker</td>
<td>3.19</td>
<td>3.55</td>
<td>3.76</td>
<td>3.99</td>
<td>3.44</td>
<td>3.98</td>
<td>3.79</td>
<td>3.28</td>
<td>3.57</td>
<td>3.61</td>
</tr>
<tr>
<td>CVOL 56-speker</td>
<td>3.17</td>
<td>3.64</td>
<td>3.90</td>
<td>4.16</td>
<td>3.44</td>
<td>4.17</td>
<td>4.10</td>
<td>3.21</td>
<td>3.59</td>
<td>3.70</td>
</tr>
<tr>
<td>84-speker</td>
<td>3.26</td>
<td>3.67</td>
<td>3.90</td>
<td>4.11</td>
<td>3.51</td>
<td>4.14</td>
<td>4.09</td>
<td>3.26</td>
<td>3.64</td>
<td>3.72</td>
</tr>
<tr>
<td>STOI 56-speker</td>
<td>0.920</td>
<td>0.950</td>
<td>0.960</td>
<td>0.966</td>
<td>0.939</td>
<td>0.967</td>
<td>0.964</td>
<td>0.924</td>
<td>0.946</td>
<td>0.947</td>
</tr>
<tr>
<td>84-speker</td>
<td>0.923</td>
<td>0.952</td>
<td>0.961</td>
<td>0.967</td>
<td>0.943</td>
<td>0.967</td>
<td>0.965</td>
<td>0.927</td>
<td>0.948</td>
<td>0.950</td>
</tr>
</tbody>
</table>

4.2. Setup

Before training, we randomly separate a validation part from the training data at a ratio of 9:1. The model is optimized using the RAdam optimizer [40] with a learning rate of 0.0001 and weight decay of 0.1. The model is trained for 100 epochs with a batch size of 8. For each epoch, we save the best model according to the performance evaluated with the validation data. During the inference stage, each noisy speech is point-wise multiplied with the complex mask for noisy information filtering and then is converted to an enhanced speech waveform.

4.3. Evaluation Metrics

Although subjective evaluation is accurate and reliable, it is costly and time-consuming [41]. Many objective evaluation measures can evaluate enhanced speech performance with high correlation. For speech quality evaluation, we use an effective full-reference speech quality evaluation algorithm [41] namely Perceptual Evaluation of Speech Quality (PESQ: from -0.5 to 4.5), which compares each sample of the reference signal (clean speech) to each corresponding sample of the degraded signal, and analyses sample-by-sample after a temporal alignment of corresponding excerpts of reference and testing signals. Moreover, we also implement the composite evaluation metrics of the enhanced speech including the predicted Mean Opinion Score (MOS) of signal distortion (CSIG: from 1 to 5), background noise distortion (CBAK: from 1 to 5), and overall quality (COVL: from 1 to 5). For speech intelligibility evaluation, we adopt the Short-Time Objective Intelligibility (STOI) [42] that is based on a correlation coefficient between the temporal envelopes of the clean and degraded speech.

5. Results

As shown in Table 1, we explore three CPC-based models for phonetic information extraction and loss calculation: wav2vec (W2V), vq-wav2vec with Gumbel-Softmax (W2V-G), and vq-wav2vec with K-means clustering (W2V-K). To implement the ablation experiments, we test our speech enhancement model with the frequency spectrum feature only (i.e., W2V, W2V-G, W2V-K as shown in Table 1), with the phonetic embedding fused feature (i.e., W2V_F, W2V-G_F, W2V-K_F), and further with self-attention mechanism (i.e., W2V_FSA, W2V-G_FSA, W2V-K_FSA).

Compared with the previous methods, W2V_FSA (i.e., wav2vec model with fused features and self-attention mechanism) obtains the best score in CBAK (3.59), and CVOL (3.63).

In terms of other metrics, W2V_FSA also achieves competitive results. Focusing on the ablation experiments, we find that the performance can be improved gradually when we import the phonetic information and employ the self-attention mechanism with both wav2vec and vq-wav2vec. Thus, we conclude that our proposed method can effectively learn speech representation and the phone-fortified method has a huge potential to improve speech enhancement. In addition, we find that the wav2vec based models outperform vq-wav2vec models. We infer that the non-discrete representations learned by wav2vec outperform the discrete representations learned by vq-wav2vec for speech enhancement.

To further explore the effectiveness of our proposed method, we conduct another experiment with different sizes of training data. Meanwhile, we reveal the results in four SNR and five noise type scenes respectively as shown in Table 2. In this experiment, we present the evaluation results on the best W2V_FSA model trained with 56-speaker and 84-speaker (the mixture of 28-speaker and 56-speaker). As we can see, with more training data, the W2V_FSA model further improves the performance and achieves state-of-the-art performance in most scenes. Moreover, we also find that our method can perform better in scenarios where SNR is as low as 2.5dB.

6. Conclusions

In this paper, we propose a novel self-supervised learning based phone-fortified method (SSPF) for speech enhancement. Our SSPF method can effectively estimate a complex ratio mask for noisy speech filtering with a self-attention mechanism boosted complex U-Net model. SSPF explicitly imports the phonetic characteristics into the enhancement model via a self-supervised learning based CPC model to further improve speech phase estimation and representation learning. The experimental results demonstrate that our method outperforms previous methods in most evaluation metrics and achieves state-of-the-art performance with more training data in terms of speech quality and intelligibility. In future work, we will further explore the effectiveness of inherent speech information for speech enhancement. In addition, we will also extend our proposed method to noise-robust speech recognition or speech synthesis.
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