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Abstract

Phonotactic constraints characterize the sequence of permissible phoneme structures in a language and hence form an important cue for language identification (LID) task. As phonotactic constraints span across multiple phonemes, the short-term spectral analysis (20-30 ms) alone is not sufficient to capture them. The speech signal has to be analyzed over longer contexts (100s of milliseconds) in order to extract features representing the phonotactic constraints. The supervised senone classifiers, aimed at modeling triphone context, have been used for extracting language-specific features for the LID task. However, it is difficult to get large amounts of manually labeled data to train the supervised models. In this work, we explore a self-supervised approach to extract long-term contextual features for the LID task. We have used wav2vec architecture to extract contextualized representations from multiple frames of the speech signal. The contextualized representations extracted from the pre-trained wav2vec model are used for the LID task. The performance of the proposed features is evaluated on a dataset containing 7 Indian languages. The proposed self-supervised embeddings achieved 23% absolute improvement over the acoustic features and 3% absolute improvement over their supervised counterparts.


1. Introduction

Multilingual interoperability is an important issue for the deployment of speech systems in practice. The language of communication needs to be identified for loading the corresponding speech recognizer/synthesizer modules in the voice assistant and speech translation systems. Automatic identification of the language of a spoken utterance by a machine is referred to as a language identification (LID) task. The development of a robust LID system requires the extraction of language-specific features from the spoken utterance. Language-specific cues such as phonology, morphology, syntax and prosody play a vital role in discriminating between the languages [1, 2]. Depending on the choice of features, the LID approaches are categorized into lexical and prelexical approaches [3]. While the lexical approaches rely on higher-level features like word formation and syntax, the prelexical approaches use acoustic-phonetic, phonotactic and prosodic cues for building the LID system. In this paper, we explore a self-supervised approach to extract language-specific acoustic-phonetic and phonotactic features for the LID task.

The language-specific information can be extracted from the speech signal at different temporal resolutions. At the lowest level, analysis of 20-30 ms frames of speech signal captures the phonetic characteristics of the language. Short-time spectral features like mel-frequency cepstral coefficients (MFCC), linear prediction cepstral coefficients (LPCC) [4] and instantaneous frequency cosine coefficients (IFCC) [5] have been used for language recognition. At the next level, the phonotactic constraints of the language can be captured by analyzing speech signal over hundreds of milliseconds spanning a sequence of phonemes. Since speech is a nonstationary signal, spectral analysis techniques cannot be extended directly to the longer segments. Instead, temporal dynamics of the short-time spectral features are modeled over multiple frames to capture the phoneme-transitions. Bottleneck features extracted from a DNN phoneme classifier, trained over longer contexts, have been shown to offer significant improvements in LID performance [6, 7, 8, 9]. However, such an approach requires a large amount of manually transcribed speech data for training the phoneme classifier. The lexical approaches require large vocabulary continuous speech recognizers (LVCSR) of all languages to perform the LID task [10].

In this paper, we explore the efficiency of self-supervised approaches in extracting phonotactic features for the LID task. Representation learning with contrastive predictive coding has been shown to capture the long-term contextual information by using autoregressive models in the latent space to predict multiple time-steps in future [11]. As speech signal is an outcome of a random process, the contrastive loss between the distribution of positive and negative examples was used to update the parameters of the network. Schneider et al. proposed a fully convolutional architecture wav2vec for contrastive predictive coding of speech signals, which can be easily parallelized over time [12]. The self-supervised representations extracted from these approaches were shown to improve the performance of speech recognition and speaker tasks with a limited amount of manually labeled data [12, 13].

In this work, we have used self-supervised embeddings extracted from wav2vec architecture for the LID task. Since the wav2vec architecture is trained to model longer context windows spanning multiple phonemes, it captures the phonotactic constraints required for LID. The performance of the proposed method is evaluated on 7 Indian languages, and compared with the supervised embeddings extracted from senone classifier [14]. It is observed that the proposed self-supervised embeddings performed better than or similar to the supervised embeddings. The rest of the paper is organized as follows. Section 2 describes the supervised and unsupervised approaches for extracting phonotactic features using deep neural networks (DNNs). In Section 3, we present the DNN-based statistical pooling techniques to obtain the utterance level representation for LID. Section 4 presents an experimental evaluation of the proposed method on 7 Indian languages. Section 5 summarizes the important contributions of this work and highlights possible future directions.

2. Extraction of Phonotactic Features

A good understanding of the acoustic-phonetic characteristics of basic sound units across the languages is useful in building a robust LID system [15]. Even though there may be a significant
overlap between the set of phonemes across the languages, their allophonic variations and pronunciation may differ. Moreover, languages are subjected to phonotactic constraints, i.e., restrictions on the plausible sequence of phonemes in a language [16]. As a consequence of the language-specific phonotactic structure, the relative frequency of phoneme sequences differs significantly across the languages [17]. Among the language-specific features, the phonotactic constraints were shown to be the more powerful for LID task [18]. The phonotactic features have to be extracted from longer contexts covering a sequence of multiple phonemes. The phoneme transitions are manifested in the spectral domain as formant trajectories over 100s of milliseconds. In this work, we have used a self-supervised approach to extract long-term contextual features for the LID task.

2.1. Self-supervised approach: wav2vec

In the recent past, self-supervised learning has witnessed significant progress in extracting contextualized representations from multiple-time steps of the speech signal. Motivated by the success of wav2vec architecture in speech and speaker recognition tasks, we have used it for extracting contextual features for the LID task.

The wav2vec network consists of two components, viz., encoder network and aggregator network. The encoder network, \( e : X \rightarrow Z \), maps raw audio \( X \) to a latent representation \( Z \). Each latent vector \( z_i \in Z \) covers 30ms of raw speech samples with a stride of 10ms. The aggregator network, \( a : Z \rightarrow C \), maps a sequence of latent vectors to a contextualized representation \( c_i = a(z_i, z_{i-1} \ldots z_{i-n}) \). The encoder network consists of 7 convolution layers with strides of \{5,4,2,2,1,1,1\} and kernel sizes of \{10,8,4,4,4,1,1\}. The encoder network, with a receptive field of 30 ms, captures the short-time spectral characteristics of the speech signal. On the other hand, the aggregator networks consist of 12 convolutional layers. The aggregator network, with a receptive field of 810 ms, captures long-term contextual features representing the phonotactic constraints. Both the encoder and aggregator networks comprise of causal convolutional layers with 512 feature maps.

The wav2vec network is trained to distinguish the future latent representation in \( k \) steps ahead from the negative latent representations by minimizing Noise Contrastive Estimation (NCE) loss [19].

\[
L_k = - \sum_{i=1}^{T-k} \left( \log \sigma(z_{i+k}^T h_b(c_i)) + \lambda \mathbb{E}[\log \sigma(-\hat{z}^T h_b(c_i))] \right)
\]

Here \( \sigma(.) \) is the sigmoid function, \( h_b(c_i) \) is affine transformation and \( \lambda \) represents the number of negatives. \( \sigma(z_{i+k}^T h_b(c_i)) \) is the probability of \( z_{i+k} \) being true sample and \( \sigma(-\hat{z}^T h_b(c_i)) \) is the probability of \( \hat{z} \) being negative sample. Here \( k \) represents the future steps from the context \( c_i \). Total loss \( L = \sum_{k=-1}^{K} L_k \), obtained by summing over each step up to \( K=12 \), is optimized. The wav2vec network is implemented using the fairseq toolkit [20]. After training, the contextualized representations \( c_i \) are used as features for the LID task rather than the traditional MFCCs. Figure 1(c) shows 512-dimensional contextualized representations extracted from the speech waveform of a Telugu utterance in Figure 1(a). Phoneme boundaries are marked with red lines. The neuronal activations of the encoder representation are clearly distinct across the phonemes and are sparser compared to the spectrogram representation in Figure 1(b). The performance of the self-supervised representations is compared with the supervised representations obtained from the senone classifier.

![Figure 1: Visualization of Telugu utterance waveform with phonemes and their boundaries, spectrogram, self-supervised embeddings and supervised embeddings](image)

2.2. Supervised approach: Senone classifier

In supervised approaches, the spectral dynamics can be captured by modeling context-dependent phones like triphones and pentapones. In the state-of-the-art speech recognition systems, the context-dependent phones are formed by using a sequence of senones [21], which are distinct short sound detectors. The major advantage of senones is their ability to predict and model even the unseen triphones. The bottleneck features extracted from the senone classifier were shown to offer significant performance improvement in the LID task [6, 7, 8, 9].

As it is difficult to get manually transcribed data for all the target languages in the LID task, the senone classifier is typically trained on a neutral resource-rich language. The bottleneck features from the neutral resource-rich senone classifier are used for the LID task.

In this work, the phoneme discriminator is trained on 960 hours of manually transcribed Librispeech data, and the 1536 dimensional bottleneck features extracted from this model are used to perform the LID task on 7 Indian languages. A time-delay neural network architecture with an effective context of 810 ms (40 frames on either side) is used to develop the senone classifier [14]. The inputs for the phoneme discriminator 40-dimensional high-resolution MFCCs concatenated with 100-dimensional i-vectors for speaker adaption. A pre-trained acoustic model from the Kaldi recipe for Librispeech (960 hours) is considered for extracting supervised phonotactic features [22].

3. Utterance-level Pooling of Features

The extracted input features contain the language-specific information at different levels. The decision cannot be taken directly from these features. We need to pool the input features to get utterance level representation. Initially, generative models have been used for pooling the raw-level features to obtain the compact utterance level representation in the LID task [23]. These
The discriminative models, in contrast, achieve superior performance in the classification tasks by learning discriminative patterns. DNNs can learn nonlinear discriminative patterns and yield an utterance-level representation from the input features [24, 25, 26]. Based on these models, we have considered three different neural networks to obtain high-level frame representations explained in the following subsections.

3.1. Time-distributed feed-forward neural networks

This network uses a time-distributed layer to project the input features into high-level frame representations. We considered a single-layer, fully connected feed-forward neural network with 128 nodes and ReLu activation to reduce the network complexity. The weights are shared across time steps.

3.2. Sequential networks

The Recurrent neural networks (RNNs) are proposed to capture the temporal contextual information. They outperform the standard i-vector based approach and feed-forward neural networks [27, 28]. When the networks are deeper, we may encounter vanishing gradients. To address this, we added residual connections to bidirectional long short term memory (BLSTM) layers [29, 30]. The BLSTM network contains three BLSTM layers, and each layer is configured with 128 nodes.

3.3. Convolutional recurrent neural networks

The performance of RNNs gets degraded when the input length is long. With the success of connecting the convolutional neural networks (CNNs) to RNNs in language identification [26, 31], we use convolutional recurrent neural networks (CRNNs) to extract the local patterns in the input sequence. The input features are projected into 64-dimensional space before fed to CNNs. Two convolutional layers of 32 filters each, with the kernel sizes of 10×10, 3×3 at each layer with a stride of 1×1 followed by batch normalization and max-pooling of size 2×2 are used. The CNN features are flattened and projected to 64 dimensions. These features are further fed to the BLSTM layer with 128 nodes.

All the obtained high-level frame representations from front-ends are aggregated by using attention mechanism [32]. The series of high-level frame representations are denoted by \(H = \{h_1, h_2, ..., h_n, h_T\}\), where \(T\) is the number of frames and \(h_t\) is the representation of frame at \(t^{th}\) time instant. The attention layer takes all frame-level representations \(H\) of size \(d_h \times T\), generates attention weights denoted by \(A\), and then a weighted average is performed. The equations are given by

\[
A = \text{softmax}(g(H^TW_1)W_2) \tag{2}
\]

\[
E = HA \tag{3}
\]

where \(W_1\) with the shape \((d_h \times d_a)\) and \(W_2\) with the shape \((d_a \times d_r)\) are learnable weight matrices, \(d_h\), \(d_a\) and \(d_r\) represent the frame-level representation dimension, hidden node dimension and number of attention heads respectively. Here \(g(\cdot)\) is ReLu activation. \(E\) in the equation 3 denotes the final utterance level representations for each head. We averaged across the heads to get the final utterance level representation and projected to the number of target languages. Figure 2 shows the proposed architecture for LID.

4. Experimental Evaluation

The language-discriminative capability of self-supervised representations from the wav2vec network is evaluated on an Indian language dataset containing speech data from 7 languages, viz., Hindi, Bengali, Punjabi, Malayalam, Marathi, Tamil, and Telugu. The dataset has been collected from a YouTube channel named Josh talks 1. This channel contains motivational, business and real-life story talks from several speakers. The extracted audio tracks are converted resampled to 16kHz. The segments containing music, audience applause, and claps were manually removed from the utterances. From each speaker, 10 minutes of clean data is extracted. The dataset is divided into train and test sets. The train set for each language consists of approximately 9 hours of speech data from around 80 speakers, while the test set for each language consists of 1.5 hours of speech data from 12 speakers. It is ensured that there is no overlap of speakers between the train and test sets. During training, all the inputs are cropped to 3 seconds and fed to the network.

In order to ensure that the results from supervised and self-supervised embeddings are comparable, we have used 960 hours of Librispeech data to pre-train the senone classifier and wav2vec networks. However, it should be noted that the manual transcriptions of the Librispeech data are used only while training the senone classifier. The wav2vec approach, being unsupervised, does not require manual transcriptions. The pre-trained senone classifier is used to extract 1536-dimensional supervised embeddings as described in Section 2.2. Similarly, the pre-trained wav2vec network is used to extract 512-dimensional self-supervised embeddings as described in Section 2.1. We have also considered the 7-dimensional MFCCs as the baseline acoustic features for comparison [33].

1https://www.youtube.com/c/JoshTalksLive/channels
4.1. Results and discussion

The frame-level features are used in conjunction with the state-pooling networks discussed in Section 3 to identify the language of an input utterance. The performance in terms of micro-average accuracy of different feature and classifier combinations is given in Table 1. As the supervised and self-supervised embeddings capture the long-term contextual information, their performance is significantly better than the acoustic features. The performance of the acoustic features improved with the increased classifier complexity, i.e., BLSTM and CRNN networks performed better than the time-distributed network. On the other hand, supervised and self-supervised embeddings achieved near 90% accuracy even with a simple one-layer time-distributed network. From this, we can conclude that the long-term contextual representations are good at capturing language-specific information. It is also observed that the self-supervised embeddings consistently performed better than their supervised counterparts. The CRNN classifier trained on self-supervised embeddings outperformed all the other systems with an accuracy of 93.89%. This observation is also reflected in the t-SNE visualizations of the utterance level embeddings extracted from the CRNN network shown in Figure 3. The self-supervised embeddings are better separable compared to the acoustic and supervised counterparts.

The effect of test utterance duration on the three features with the CRNN classifier is shown in Figure 4. The performance of the acoustic features declined for longer duration utterances. As acoustic features capture only short-term spectral characteristics, this decline may be attributed to longer pauses or influences in the utterances. However, this hypothesis requires a deeper analysis in the future. The performance of the supervised and self-supervised embeddings improved for longer duration utterances. On the shorter test utterances (2-3 s), the self-supervised embeddings achieved a 6% absolute improvement in the performance compared to the supervised embeddings. Finally, the confusion matrix of the self-supervised embeddings is shown in Figure 5. The higher confusion between Hindi and Punjabi can be attributed to the close similarity between the two languages.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Acoustic</th>
<th>Supervised</th>
<th>Self-supervised</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-distributed</td>
<td>42.15</td>
<td>89.90</td>
<td>91.67</td>
</tr>
<tr>
<td>BLSTM</td>
<td>67.09</td>
<td>90.1</td>
<td>93.66</td>
</tr>
<tr>
<td>CRNN</td>
<td>70.69</td>
<td>90.73</td>
<td>93.89</td>
</tr>
</tbody>
</table>

5. Summary & Conclusions

In this study, we established the language-specific nature of contextualized representations extracted from the wav2vec network. The self-supervised embeddings extracted from the wav2vec network performed better than their supervised counterparts. It is also observed the wav2vec network trained on a neutral language (American English) is good enough to extract language-specific phonotactic constraints for the target languages, i.e., the 7 Indian languages. However, in the future, it is interesting to study the effect of the training data used for building the wav2vec network, i.e., neutral language vs a combination of target languages. In the future, we will also conduct studies on quantifying the capacity of wav2vec embeddings, i.e., the number of target languages they can distinguish when trained with a neutral language.
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