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Abstract
We herein propose a deep neural network-based model for articulatory-to-acoustic conversion from real-time MRI data. Although rtMRI, which can record entire articulatory organs with a high resolution, has an advantage in articulatory-to-acoustic conversion, it has a relatively low sampling rate. To address this, we incorporated the super-resolution technique in the temporal dimension with a transposed convolution. With the use of transposed convolution, the resolution can be increased by applying the inversion process of resolution reduction of a standard CNN. To evaluate the performance on the datasets with different temporal resolutions, we conducted experiments using two datasets: USC-TIMIT and Japanese rtMRI dataset. Results of the experiments performed using mel-cepstrum distortion and PESQ showed that transposed convolution is effective for generating accurate acoustic features. We also confirmed that increasing the magnification of the super-resolution leads to an improvement in the PESQ score.

Index Terms: rtMRI, articulatory-to-acoustic conversion, transposed convolution

1. Introduction
Articulatory movement, which is the movement of articulators such as the tongue, lips, and jaws, is a fundamental motion when producing speech sounds. These movements can be recorded using equipment such as electromagnetic articulography (EMA) [1], ultrasound tongue imaging (UTI) [2], permanent magnetic articulography (PMA) [3], surface electromyography (sEMG) [4], and video of lip movements [5]. In recent years, real-time magnetic resonance imaging (rtMRI), which uses powerful magnetic forces and radio waves to visualize organs in the body, is now being used for recording articulatory movements [6, 7, 8]. The advantage of rtMRI is that dynamic information of the entire midsagittal plane of the upper airway can be obtained with a relatively high image resolution, even when a speaker produces continuous speech. It can capture not only lingual, labial, and jaw motions, but also the articulation of the velum and the pharyngeal region, which is difficult to record with other articulatory acquisition techniques such as EMA.

Articulatory-to-acoustic conversion has been investigated for the generation of acoustic features from the recorded movements of articulators using statistical models that can represent the relationship between articulatory movements and changes in acoustic features [9]. With significant advances in machine learning, recent studies have demonstrated the use of deep neural networks (DNNs) for articulatory-to-acoustic conversion [10, 11, 12, 13, 14]. RtMRI is a potentially suitable technique for articulatory-to-acoustic conversion. In fact, articulatory-to-acoustic conversion from rtMRI using a DNN model has shown better results than that obtained from ultrasound tongue imaging using the same model [15]. However, rtMRI has a relatively low sampling rate due to the limitations of MRI imaging. In speech synthesis, it has been shown that a long frame period leads to a deterioration in the sound quality [16, 17]. Therefore, techniques to increase the sampling rate, such as temporal super-resolution, are required to improve the sound quality in articulatory-to-acoustic conversion from rtMRI.

In this paper, we propose an articulatory-to-acoustic conversion using transposed convolution (also called fractionally strided convolution or deconvolution) [18]. By implementing transposed convolution, the resolution can be increased by applying the inversion process of resolution reduction of a standard CNN. Although it has mainly been used to increase the resolution of the image [19, 20, 21], it has also been applied to speech enhancement [22] in the recent years. Transposed convolution can perform super-resolution and parameter learning simultaneously, resulting in higher accuracy than interpolation-based methods such as spline interpolation [23]. To evaluate the effectiveness of transposed convolution, we evaluated the performance on two datasets with different temporal resolutions. We also confirm how the magnification of super-resolution affects the performance of articulatory-to-acoustic conversion by comparing different sizes of stride in the transposed convolution.

2. Related work
Csapó tested three models for articulatory-to-acoustic conversion from rtMRI [15]: (1) fully connected DNN, (2) CNN, and (3) CNN-LSTM, and showed that the CNN-LSTM network is the most effective for the conversion. The CNN-LSTM network is a trainable model that extracts features from each image using a CNN-based deep visual feature extractor and estimates the latent variables over the time domain using an LSTM-based temporal dynamics extractor. This is the same neural network model as the one used by the author in his previous experiments on articulatory-to-acoustic conversion using ultrasound tongue imaging [12].

The structure of the CNN-LSTM is shown in Figure 1. It has three convolutional layers (filter size: $3 \times 3$, stride: $1 \times 1$, number of filters: 8, 16, 32) with max pooling (filter size: $2 \times 2$, stride: $2 \times 2$). The output of the convolution layers is given to a two-layer LSTM with 512 units for the extraction of the temporal features. Finally, the acoustic features were extracted using two linear layers with 512 units, followed by a linear layer with 40 units of output. ReLU activation was used for all the hidden layers.

They estimated the MGC-ESP features extracted using the MGLSA vocoder [24]. Their results showed that the mel-
Cepstrum distortion between the generated acoustic features and that of the original sound is better than that of the other two models. They also confirmed that the score is better than that using the ultrasound tongue images, which demonstrates that rtMRI is better than ultrasound tongue imaging in articulatory-to-acoustic conversion.

3. Articulatory-to-acoustic conversion using transposed convolution

A straightforward way to generate acoustic features from articulatory movement data is to convert the articulatory movement to an acoustic feature frame by frame. In this case, the acoustic and articulatory movements have the same temporal resolution. Therefore, if the temporal resolution of the data obtained using rtMRI is poor, the CNN-LSTM model generates acoustic features with a relatively long frame period. Because long frame periods lead to the deterioration of sound quality, some complementary techniques, such as super-resolution in the temporal dimension, should be applied. We employed transposed convolution to increase the temporal resolution.

Transposed convolution achieves accurate super-resolution by inverting the resolution reduction process of a standard CNN. An example of transposed convolution, where the length of the input data is three, the filter size is four, and the size of the stride is two, is shown in Figure 2. The output vector is generated as follows: First, the product of each element in the input and a filter vector is calculated. Next, the obtained vectors corresponding to elements in the input are added together while shifting the stride size. Finally, the last several elements, whose size is the filter size minus strides, are deleted from the vector. The size of the final output is the input size multiplied by the stride. Therefore, if the size of the stride is represented by \( s \), every element in the output vector corresponds to an element in the input. As the deletion of the last several elements in the final step makes the output elements not to refer to the future input information, this process can be regarded as a causal convolution.

The structure of the proposed model is illustrated in Figure 3. Transposed convolution was inserted between the CNN and the LSTM layers of Csapó’s model (3). In addition, unlike Csapó’s approach, we added a convolutional layer and a max-pooling layer in addition to Csapó’s model (3). This addition has two advantages when training deep neural networks. One merit is the more complex relationship between the rtMRI videos and the acoustic features that can be modeled by incorporating additional layers. The other advantage is that the input dimension of the transposed convolution and the LSTM layer can be reduced by adding an additional max-pooling layer. Therefore, the addition of this layer leads to a reduction in the total number of parameters. Additionally, in this model, all the linear layers except the last one after the LSTM layers were removed to reduce the number of parameters.

4. Experimental setup

4.1. Dataset

To perform experiments with data of various temporal resolutions, we evaluated our model on two datasets: USC-TIMIT and Japanese rtMRI dataset.
4.1.1. USC-TIMIT

USC-TIMIT [6] is a speech production database that includes rtMRI data of five male and five female speakers of American English, and EMA data of five of these speakers. These two modalities were recorded in two independent sessions while the subjects spoke the same 460-sentences from the MOCHA-TIMIT corpus. We used only the rtMRI data from this corpus. The articulatory data were recorded with an image resolution of 68 × 68 pixels and a video frame rate of 23.18 fps. The audio was recorded simultaneously at a sampling frequency of 20 kHz inside the MRI scanner. Noise cancellation was applied using a custom adaptive signal processing algorithm, which exploits the periodic structure of the noise generated by the MRI scanner [25].

In the experiment, the sampling frequency was up sampled to 23,180 Hz to match the video frequency. We used two males (‘m2’ and ‘m3’1) and two female speakers (‘f1’ and ‘f2’).

4.1.2. Japanese rtMRI dataset

The Japanese rtMRI dataset [26] is currently under construction. This dataset contains 103 single Japanese morae, 676 combinations of two major morae, and 100 morae phoneme speech with rtMRI videos. The video resolution was 256 × 256 pixels, where one pixel corresponded to 1 mm. The temporal resolution of the articulation data is approximately 13.72 fps. The sound was recorded at 44.1 kHz.

In the experiment, we cropped a 150 × 150 pixel section of the articulators from the videos. In addition, the sound was down-sampled to 16 kHz. As no noise cancelation was performed on this dataset, we used spectral subtraction [27] to remove sound noise. The coefficient in spectral subtraction was set to 4.0, because the noise level was strong in the sound data. In this study, we used two male and two female speakers from the dataset.

4.2. Image pre-processing

RtMRI videos contain a large amount of noise and artifacts. In this study, we applied non-local means denoising [28] to the images. The non-local means filter is a noise reduction filter based on the convolution of support windows with adaptive weights. Non-local means denoising is suitable for processing rtMRI images because it retains the edges such as the boundary between the articulatory organs in the image more clearly as compared to other noise reduction methods.

4.3. Extraction of acoustic features

We used the World vocoder [29] and its modules Harvest, CheapTrick, and D4C to extract the fundamental frequency, mel-cepstrum, and aperiodicity from the speech, respectively. In the experiments, only the mel-cepstrum data were estimated using the DNN model. We used the other acoustic features (fundamental frequency and aperiodicity) when synthesizing the speech sound.

4.4. Network structure and comparison models

In the experiments, speaker-specific models were trained using 80% of the data. The remaining 10% of the data were used for validation and another 10% for testing. The input MRI videos were normalized to the zero mean and unit variance. No pre-training was conducted in any of the layers of the models. The weights of the CNN and transposed convolution were initialized using the initial value of He [30], and LSTM was initialized using a uniform distribution. We used the Adam optimizer, and the learning rate was set to 0.0001. We trained the networks for 100 epochs. Mel-cepstrum distortion [31], which was also used as an evaluation measure, was adopted as the cost function. The filter size of the transposed convolution and the number of filters were set to 6 and 128, respectively.

We compared our model (CNN-TC-LSTM) with Csapó’s model (3) (CNN-LSTM) explained in Section 2. To evaluate the effect of transposed convolution, we constructed an additional model in which only the existence of the transposed convolution was different from CNN-LSTM (CNN-TC-LSTM(-1)). To confirm the effect of stride size in transposed convolution, we compared the stride sizes of 1, 2, 4, and 8.

4.5. Evaluation metrics

We used mel-cepstrum distortion (MCD) [31] to measure the objective accuracy of the mel-cepstrum generated from the models. Additionally, we used the perceptual evaluation of speech quality (PESQ) [32] to evaluate the quality of the synthesized speech. PESQ was calculated from the synthesized speech generated using the estimated mel-cepstrum and stored acoustic features (fundamental frequency and aperiodicity). We adopted PESQ because the sound qualities were significantly different even though the MCDs were the same because the frame shift of the output mel-cepstrum differed depending on the size of the stride in the transposed convolution.

5. Results and discussion

Tables 1 and 2 present the MCD results between the generated mel-cepstrum and that of the original speech in dB on the USC-TIMIT 2 and Japanese rtMRI datasets. Based on the results, we can confirm that the use of CNN-TC-LSTM led to a reduction in the MCD by 0.81 dB and 0.98 dB on the USC-

1 Speaker ‘m1’ was not used in this study due to incomplete synchronization between speech and rtMRI video.

2 The MCD values in this experiment are higher than those in [15] because we used World vocoder instead of MGC-LSP used in [15] and we did not normalize the acoustic features.
TIMIT and Japanese rtMRI dataset, respectively. On the contrary, the results also indicate that the stride size does not have a significant impact on the performance of MCD. We can also confirm that CNN-TC-LSTM is slightly better than CNN-TC-LSTM (-1), which demonstrates that adding a convolution and a max-pooling layer and deleting two linear layers is only marginally effective for estimating mel-cepstrum from the rtMRI data.

When the stride size is set to one, the only difference between the CNN-LSTM and CNN-TC-LSTM (-1) models is the existence of the transposed convolution layer. In the transposed convolution layer, only filtering and summation operations are executed. However, the MCD scores are very different between these two models for both the USC-TIMIT and Japanese rtMRI datasets. As the filtering operation is included in the other layers of the network, we believe that the summation process affects this difference in the results. As mentioned in Section 3, the summation behaves similar to a causal convolution, which is not included in the CNN-LSTM model. Although the CNN-LSTM model handles past information of inputs in the LSTM layers, the transposed convolution layer explicitly considers the last several frames of inputs to generate the current output. This difference has a significant impact on the accuracy of the mel-cepstrum. To confirm this, we constructed a simple model based on CNN-LSTM in which the CNN layer was replaced by a 3DCNN layer, making it capable of taking several consecutive images as input. The results were 5.87 dB and 6.14 dB on the USC-TIMIT and Japanese rtMRI dataset, respectively. As can be seen, these scores are closer to those of CNN-TC-LSTM (-1) than CNN-LSTM. Therefore, we assume that taking several consecutive rtMRI images as input is important for the accurate estimation of mel-cepstrum.

Tables 3 and 4 present the results of the sound quality that was evaluated using PESQ on the USC-TIMIT and Japanese rtMRI dataset, respectively. As can be observed, the CNN-TC-LSTM (-1) and CNN-TC-LSTM models outperformed the CNN-LSTM model when the stride size was more than one. It can also be confirmed that the PESQ scores improved according to the size of the stride, whereas the effect of a changing stride size in the experiments of MCD could not be identified. This is because of the difference in the ways MCD and PESQ were calculated. Since MCD is computed on a frame-by-frame, if mel-cepstrum estimation on a frame is desirable, MCD will record a good value regardless of the quality of the output audio. On the contrary, PESQ was calculated using the entire speech with a small frame shift. Hence, the PESQ score improved as the stride size increased, because the speech quality of the intermediate frames between the image frames improved.

We also observe that the results of the CNN-LSTM model on the Japanese rtMRI dataset (0.83) were inferior to those on USC-TIMIT (1.74). We attributed this to the temporal resolution of the rtMRI videos in the datasets. While the frame shift of USC-TIMIT is 43.2 ms, that of the Japanese rtMRI dataset is 72.5 ms, which leads to a deterioration in the quality of the synthesized speech. In contrast, the CNN-TC-LSTM model could improve the PESQ score on both the datasets by increasing the temporal resolution. Therefore, an improvement of more than 2.0, in both the datasets, was observed when using the CNN-TC-LSTM model.

In short, the CNN-TC-LSTM and CNN-TC-LSTM (-1) models outperformed the CNN-LSTM model, and CNN-TC-LSTM demonstrated slightly better results than CNN-TC-

**Table 3: PESQ on the USC-TIMIT**

<table>
<thead>
<tr>
<th>Stride size (frame shift)</th>
<th>CNN-LSTM</th>
<th>CNN-TC-LSTM (-1)</th>
<th>CNN-TC-LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (43.2 ms)</td>
<td>1.74</td>
<td>1.92</td>
<td>1.95</td>
</tr>
<tr>
<td>2 (21.6 ms)</td>
<td></td>
<td>2.10</td>
<td>2.15</td>
</tr>
<tr>
<td>4 (10.8 ms)</td>
<td></td>
<td>2.20</td>
<td>2.20</td>
</tr>
<tr>
<td>8 (5.4 ms)</td>
<td></td>
<td>2.29</td>
<td>2.29</td>
</tr>
</tbody>
</table>

**Table 4: PESQ on the Japanese rtMRI dataset**

<table>
<thead>
<tr>
<th>Stride size (frame shift)</th>
<th>CNN-LSTM</th>
<th>CNN-TC-LSTM (-1)</th>
<th>CNN-TC-LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (72.5 ms)</td>
<td>0.83</td>
<td>0.82</td>
<td>0.80</td>
</tr>
<tr>
<td>2 (36.3 ms)</td>
<td></td>
<td>1.47</td>
<td>1.42</td>
</tr>
<tr>
<td>4 (18.1 ms)</td>
<td></td>
<td>1.91</td>
<td>1.90</td>
</tr>
<tr>
<td>8 (9.1 ms)</td>
<td></td>
<td>2.01</td>
<td>2.02</td>
</tr>
</tbody>
</table>

**Table 5: Number of parameters in the models**

<table>
<thead>
<tr>
<th>Stride size</th>
<th>CNN-LSTM</th>
<th>CNN-TC-LSTM (-1)</th>
<th>CNN-TC-LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.4 M</td>
<td>16.4 M</td>
<td>16.4 M</td>
</tr>
<tr>
<td>2</td>
<td>13.5 M</td>
<td>13.5 M</td>
<td>13.5 M</td>
</tr>
<tr>
<td>4</td>
<td>23.0 M</td>
<td>23.0 M</td>
<td>23.0 M</td>
</tr>
<tr>
<td>8</td>
<td>42.1 M</td>
<td>42.1 M</td>
<td>42.1 M</td>
</tr>
</tbody>
</table>

LSTM (-1) in the MCD experiment. However, the gains in terms of performance were almost the same between the two proposed models. The most significant difference was in terms of the number of parameters used in the models, as presented in Table 5. As mentioned in Section 3, the number of units in the transposed convolution and LSTM can be reduced by including an additional convolutional layer, followed by a max pooling layer. Because the number of parameters in the CNN-TC-LSTM model is fewer than that of the CNN-LSTM model, it can be concluded that the CNN-TC-LSTM will be more effective for estimating mel-cepstrum from rtMRI data, as compared with the other models.

### 6. Conclusions

We proposed a new model for articulatory-to-acoustic conversion from rtMRI data. To address the low temporal resolution in the rtMRI data, we incorporated a super-resolution method in the temporal dimension using transposed convolution. We compared our proposed model with a model that does not contain the transposed convolution and confirmed that our model outperforms the model without transposed convolution in MCD and PESQ. We also confirmed that the PESQ scores were improved by increasing the stride of the transposed convolution. Because the proposed model is lightweight in terms of the number of parameters in the model, our model with the transposed convolution layer is expected to be highly effective for estimating mel-cepstrum from rtMRI data whose temporal resolution is not sufficient for speech synthesis. In the future, we will develop a speaker-independent and end-to-end articulatory-to-acoustic conversion system using rtMRI.
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