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Abstract

Over the past few years attention has been focused on the automatic detection of spoofing in the context of automatic speaker verification (ASV) systems. However, little is known about how well humans perform at detecting spoofed speech, particularly under degraded conditions. Using the latest synthesis technologies from ASVspoof 2019, this paper explores human judgements of speech authenticity by considering three common channel degradations – a GSM network, a VoIP network, and background noise – in conjunction with varying synthesis quality. The results reveal that channel degradation reduces the size of the perceptual difference between genuine and spoofed speech, and overall participants correctly identified human and spoofed speech only 56% of the time. In background noise and GSM transmission, lower-quality synthetic speech was judged as more human, and in VoIP transmission all speech, including genuine recordings, was judged as less human. Under all conditions, state-of-the-art synthetic speech was judged as human, or more human than, genuine recorded speech. The paper also considers the listener factors which may contribute to an individual’s spoofing detection performance, and finds that a listener’s familiarity with the accents involved, their age, and the audio equipment used for playback, have an effect on their spoofing detection performance.
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1. Introduction

The use of automatic speaker verification (ASV) systems continues to grow across a range of applications including banking, smart devices, and forensics [1]. An area of concern with the technology is the potential for systems to be subverted via spoofing attacks [2]. A spoofing attack usually involves the presentation of an electronically generated, modified or replayed speech signal to an ASV system in an attempt to gain access to a physical location, device or service.

Over recent years, increased attention has been paid to the susceptibility of ASV systems to spoofing attacks and their automatic detection through challenges such as the Automatic Speaker Verification Spoofing and Countermeasures (ASVspoof) Challenges [3]. These challenges drive research and innovation in the area by providing participants with training and test recordings made using a variety of methods available to would-be attackers.

One related issue which has received relatively little attention concerns how good human listeners are at detecting spoofing attacks. This is of interest from two perspectives. Firstly, as a comparison with automatic systems and secondly, as humans may also encounter real-world situations where they are presented with spoofed speech. This could be in the context of an interaction involving spoofed speech, such as a telephone conversation [4], as the consumer of deepfaked content, or when conducting a forensic speaker comparison examination [5]. As the perceptual quality of speech synthesis and voice conversion technologies improves over time, and they become more widely available, the risk of their use going undetected increases.

This concern is supported by the findings of a recent test of human spoofing detection performance [6], which led to the conclusion that “state-of-the-art TTS has the capability of producing synthetic speech that is perceptually indistinguishable from bona fide speech”. When considering real-world conditions, the results of an earlier study [7] showed that human detection performance was worse when the audio signal bandwidth was reduced from 8 kHz to 4 kHz. However, the listeners were not deceived to the same extent as the subjects in [6], most likely due to the less convincing synthetic speech generated by the technologies of the time.

The current study aims to provide further insights into the spoofing detection performance of human listeners by using a subset of the synthesis technologies tested in [6] and degrading the speech to simulate three channel conditions under which spoofed speech may be encountered in the real-world. The study also investigates to what extent listener factors affect performance. Given the findings of [7], we predict that the channel degradations will lead to a decrease in performance in identifying both genuine and synthesised speech. The remainder of this paper is laid out as follows: Section 2 describes the experimental design, Section 3 presents results which are then discussed in Section 4, and conclusions are presented in Section 5.

2. Methods

The aim of this study is to compare synthesis quality, common types of channel degradation, and listener factors on human spoofing detection performance. A variety of audio samples were selected and processed as described below. Both male and female voices were used for each condition to provide a repeat trial. A total of 32 samples were presented to each listener (two samples of every possible combination of synthesis quality and channel degradation).

2.1. Synthesis quality

Speech from the ASVspoof challenge 2019 [3] was used in this study. A number of text-to-speech (TTS) systems from the ASVspoof 2019 challenge were compared in [6], and it was
found that their perceptual quality varied. This study makes uses of three synthesis systems identified in [6], covering the range of possible qualities of spoofing attack:

- **A08** (lowest perceptual synthesis quality). A NN-based TTS system. A08 uses a neural-source-filter waveform model. Attackers may use this system if they want to generate fake speech at a high speed [6].
- **A07** (medium perceptual synthesis quality). A NN-based TTS system. It may be used by attackers if they intend to leverage the GAN-based post-filter, with the hope that the GAP filter may mask differences between the generated speech waveform and natural speech waveform [6].
- **A10** (highest perceptual synthesis quality). An end-to-end NN-based TTS system that applies transfer learning from speaker verification to a neural TTS system called Tacotron 2. Attackers may use A10 as it is reported that synthetic speech produced by this system has high naturalness and good similarity to target speakers perceptually [6], [8].
- **Genuine speech.** The clean full-bandwidth (16 kHz sample rate) audio file.

### 2.2. Channel degradation

Samples were also processed to simulate each of the following common channel degradations:

- Internet video conference call. A Zoom call was made between two computers, each using the Zoom desktop client (version 5.0.4) [9]. A sound file containing multiple repetitions of the source material was replayed on one computer via the screen sharing function, with ‘share computer sound’ enabled. The network connection of the receiving computer was artificially degraded using Clumsy [10] with an 85% chance of incoming frames being dropped. This resulted in distortions to the speech caused by the dropped frames. The material was recorded on the computer and instances were selected that contained obvious degradations.
- GSM mobile telephone. The GSM AMR Codec Platform [11] was used to simulate a mobile telephone call made on a GSM network. The lowest bitrate of 4.75 kbps (constant) was used to simulate a poor-quality connection.
- Background noise. A recording of background noise in a crowded restaurant [12] was mixed with the speech samples at a suitable level to mimic a real-life conversation in such an environment.
- **Clean audio with no degradations.**

### 2.3. Test design

An online listening test was set up in Qualtrics [13]. Online delivery offered access to a much greater participant pool, but also resulted in a less controlled testing environment than an in-person listening test. The test consisted of four sections: a biographical question stage, a familiarization stage where participants could practice answering the questions for two samples, the main testing stage, and a debrief stage. During the biographical question stage, participants were asked questions about their age, sex, level of English language proficiency, linguistic training, country of socialization, and familiarity with VoIP and telephone calls, in order to determine whether any of these factors were relevant to the spoofing detection task.

During the main testing stage, a role-play scenario was presented in which the participant was asked to imagine that they were responsible for detecting spoofing attacks on a banking system, and they must detect which speech samples were made by humans. Their decision was recorded using a Likert scale from 1 (definitely synthesized) to 7 (definitely human). As a result, participants were aware that spoofed speech was present in the samples. Sample presentation order was randomized, but participants were told whether the sample was being received over the internet, telephone, or in a noisy restaurant. Participants could listen to each sample as many times as they wanted, but the back button was disabled. The number of times each clip was played, and participant response times, were recorded. All audio in the test was presented as 44.1 kHz mono wav files for maximum compatibility with presentation over internet browsers.

During the debrief phase, participants were asked about the audio equipment they used and environment they were in when completing the task (participants were encouraged from the start to use headphones in a quiet environment, but this was not possible for all participants), how confident they were in their answers overall, and whether they experienced any technical difficulties.

In total, 179 participants (mean age 34, age range 18-67) from 25 different countries completed the survey, with 75% having English as their first language. Average completion time was 44 minutes, with an average of 1.67 listens per sample. Generalized linear mixed-effect models fit by maximum likelihood (hereafter `glmer`) were conducted using R [14] with the lme4 package [15]. Responses were converted to binary values (human / not human) and 161 instances where the middle option on the Likert scale was selected were removed from the analysis. 14 participants were removed from the analysis (6 due to self-reported hearing difficulties, 8 due to not listening to all samples before responding), and data from the remaining 165 participants were analyzed.

### 3. Results

#### 3.1. Synthesis quality and channel degradation

Figure 1 illustrates the effect of channel quality (CQ) and synthesis quality (SQ) on listener perception. The `glmer` model reported that the effect of the interaction between CQ and SQ was significant ($\chi^2(9) = 50.43, p<.05$). It is clear from Fig. 1 that listener perceptions of spoofed speech vary substantially depending on both SQ and CQ, and that the highest perceptual quality synthesized speech (A10) was rated as comparable to, or more human than, genuine recorded speech in all conditions, whether clean or degraded. In general, the effect of adding channel degradation was to reduce the size of the perceptual difference between genuine and the poorer quality spoofed speech (A08 and A07).

For clean audio (Fig. 1(a)), the performance was comparable for the low and medium SQ speech A08 and A07, as they were only mistaken for human around 20% of the time. On the other hand, high SQ speech A10 was directly comparable with genuine recorded speech, both being perceived as human around 80% of the time. The variance for all SQs is roughly the same at around ±5%, indicating a good degree of listener agreement.

In background noise, there was a rise in the perceptual acceptability of A08 and A07 to around 45%. The genuine
speech was identified as human around 90% of the time with very good listener agreement, and high SQ speech A10 was again judged similarly to the genuine speech with a median of 88% human.

In GSM transmission, the perceptual acceptability of A08 and A07 is similar to that in background noise, although interestingly the medium perceptual SQ (A07) performs worse than the lowest (A08), albeit with lower listener agreement. High SQ speech A10 was rated as most human in general, with good listener agreement. Perhaps surprisingly, given the prevalence of mobile phone transmission, genuine speech was rated less human in general than A10, but with a large amount of listener variation.

Finally, in simulated VoIP transmission, perceptual ratings for all SQs were considerably lower than in other channel conditions, perhaps due to the more artificial-sounding nature of VoIP degradation and frame/packet loss. The performance of A08 and A07 are particularly poor for this CQ, with very good listener agreement, but the median rating for all SQs is under 50% human in this condition. As with GSM transmission, the high SQ speech A10 is rated more human overall than the genuine speech.

Given the wide variance in results for some conditions, it appears that some listeners are better at detecting spoofed speech in degraded conditions than others. In order to explore this further, listener factors were also analyzed.

3.2. Listener factors

Figure 2 illustrates the effect of selected listener factors on spoofing detection performance. The glmer model shows a significant effect of country of socialization on the accuracy of authenticity judgements ($\chi^2(2) = 11.79$, $p = .003$), shown in Fig. 2(a), with participants from the UK 1.35 times more likely to be correct.

Figure 2(b) displays the effect of the significant interaction between SQ and audio equipment ($\chi^2(3) = 31.03$, $p<.05$). The 45% of participants who listened via headphones, rather than speakers, achieved better results when identifying the low and medium SQ and were more consistent in their responses across the range. However, listening to the good SQ with speakers led to increased accuracy.

Figure 2(c) shows the effect of the significant interaction between CQ and age ($\chi^2(6) = 13.59$, $p=.035$). There was greater variation between participants when the CQ was manipulated compared to clean audio. GSM transmission and background noise produced the poorest results. Across all age groups, most correct responses were given in the VoIP condition, and young adults (ages 18-34) performed best. Conversely, for GSM transmission, young adults performed worst, and older adults (ages 51 and over) performed best.

4. Discussion

The main hypothesis of this study was that human spoofing detection accuracy would decrease as synthesis quality increased and as channel quality decreased. The results support this hypothesis, with the best quality synthesis consistently being judged as more human than genuine speech, and with the perceptual distance between synthetic and genuine speech decreasing in the presence of channel degradation and noise.

In the presence of background noise, it was expected that the speech signal would be somewhat masked, resulting in reduced spoofing detection accuracy. The results bear this out, and interestingly, all speech qualities were rated as more human in background noise than in the clean channel, suggesting an effect of the background noise on the perception of even genuine speech. Restaurant noise was selected to present a realistic scenario, but since it comprises largely of speech noise, it may act as an informational as well as an energetic masker [16]. It would be interesting to perform a similar study comparing the effect of informational and purely energetic maskers (such as white noise) on spoofing detection performance.

When VoIP channel degradation was simulated, all speech signals were judged to be more synthetic. This may indicate that the type of interference expected by listeners primed to detect spoofing attacks corresponds to the type of interference produced in a VoIP channel, leading to lower scores overall.
The lower SQ systems (A07 and A08) obtained the lowest overall scores in the VoIP condition, whereas the highest SQ system was rated as more human than genuine speech, suggesting an interaction between SQ and CQ for this channel. In a simulated GSM channel, the effect on synthetic speech was similar to adding background noise, but the genuine speech was rated as less natural, suggesting that spoofing detection in a GSM channel is unreliable.

In all degraded channel conditions, the perceptual distance between genuine speech and the lowest-rated synthetic speech was decreased relative to clean audio. It appears that whatever features listeners use to distinguish between genuine and spoofed speech lose some of their discriminatory potential in the presence of channel degradation.

For all channels, the highest SQ sample was rated as human as, and in some cases more human than, genuine speech. It is therefore clear that speech synthesis technology has improved to such an extent that critical listening alone is no longer sufficient to determine authenticity, particularly when the CQ emulates realistic conditions. The lowest and medium SQ samples were generally rated approximately equally, indicating that in degraded conditions, the difference between the SQs is less perceivable than it was found to be in [6].

Of the listener factors investigated, it was found that a listener’s country of socialization – and thereby their familiarity with the English and Scottish accents used in the test – influenced their spoofing detection performance. It follows that, based on research into the other-accent effect [17, 18], accent familiarity may be an indicator of one’s ability to judge the authenticity of speech.

Older adults showed slightly better performance at authenticating mobile calls than younger listeners. This may be because they defer to mobile phone calls rather than other communication tools. However, younger adults are likely to use more modern tools more intensively, with greater exposure to VoIP-like encoded speech [19], which may explain why they are better at authenticating VoIP speech than older participants. The effect between performance and listeners’ time spent making internet calls was considered, but the results were not significant. Additionally, in cases where background noise was added, it may have been easier for young adults to selectively pay attention and discriminate the target voice [20]. Further research to explore the effect of age on speech authenticity judgements is recommended.

Perhaps surprisingly, it appears participants who used speakers rather than headphones were better at detecting that good SQ synthetic speech was synthetic. Further research to determine why this occurred is required, but it likely relates to the acoustic characteristics of the playback environment and its interaction with the characteristics of the synthetic speech.

Finally, some general trends were visible in the results which did not reach statistical significance. Individuals who listened to the audio the fewest times produced the most correct scores, suggesting that initial impressions are often correct. It also indicates that highly diagnostic information can be found at the segmental or suprasegmental level, despite the short length of the samples. The final question of the online test asked listeners to rate their overall level of confidence in their responses, and participants who were absolutely sure that they were not fooled seemed to be the least accurate. This finding is in line with previous speaker identification studies and further demonstrates that confidence is not a good predictor of accuracy [17, 21]. It was expected that linguists would outperform naïve listeners, and the trend found suggests that linguists do display slightly higher levels of accuracy. Some individuals were highly accurate, even under degraded conditions, which shows the variability of performance across listeners. However, not every participant is equally well able to discriminate between synthetic and genuine voices, just like not every listener in a close social network is equally able to identify voices [22].

5. Conclusions

This study corroborates [6] as it is clear that state-of-the-art TTS systems have the capability to produce synthetic speech that is perceptually indistinguishable from genuine speech by human listeners. The study suggests that the CQ affects individuals’ judgements of authenticity to such an extent that even bad SQ can sometimes prove successful at fooling listeners. Despite being aware that spoofed speech was present, many participants were still fooled, which is a further demonstration of the realism of the latest speech synthesis technologies.

Future work would include conducting similar tests in a more controlled environment, to remove the effects introduced via the lack of control over equipment. More research is required to determine if a full auditory and acoustic analysis of synthesised speech, conducted by trained linguists, would be sufficient to accurately determine authenticity. It may be beneficial to explore the kind of implications that this technology might have in forensic speaker comparison case work, particularly when good quality synthetic material is used. Additionally, the current study highlights human performance on the task of spoofing detection in degraded conditions, but it would be interesting to investigate the correlation between human participants’ scores and the scores from automatic-spoofing detection systems when the CQ is manipulated to a similar degree.
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