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Abstract

In this paper, we propose a novel time-domain speaker-speech cross-attention network as a variant of SpEx [1] architecture, that features speaker-speech cross-attention. The speaker-speech cross-attention network consists of speech semantic layers that capture the high-level dependency of audio feature, and cross-attention layers that fuse speaker embedding and speech features to estimate the speaker mask. We implement cross-attention layers with both parallel and sequential concatenation techniques. Experiments show that the proposed models consistently outperform the state-of-the-art time-domain speaker extraction baseline on WSJ0-2mix dataset.

Index Terms: speaker extraction, speaker-speech cross-attention, multi-scale, time domain

1. Introduction

Cocktail party effect as formulated by Cherry [2] revealed that humans have the ability to attend to one target speaker while filtering out others in a multi-talker scenario. Neuro-psychologists believe that human brain uses an acoustic stimulus to reinforce the perceptual attractor, that is referred to as auditory selective attention [3]. There have been various attempts to emulate such human ability in automatic speech recognition [4–6], speaker verification [7], and speech diarization [8], through a speech separation or speaker extraction front-end.

Hershey et al. [9–11] proposed deep clustering (DC) technique to map mixture audio features into separable embedding space with deep neural networks. Chen et al. [12] implemented a deep attractor network (DANet) to generate specific masks to filter out corresponding outputs. To solve the permutation problem, Yu et al. [13] introduced permutation invariant training (PIT) strategy. Luo et al. [14–16] replaced the traditional short-time fourier transformation into learnable 1D convolution, that is referred to as time-domain audio separation network (TasNet). Chen et al. [17] further improved the model with transformer encoder structure. Despite much progress, the fact that the speech separation task seeks to separate all speech sources in the mixture makes it a challenging task in practice, for example, when a varying or unknown number of speakers are involved.

Speaker extraction is alternative to speech separation, which only extracts the voice of interest one at a time using a reference audio. The content of the reference audio is independent of the speech mixture, as long as it comes from the target speaker. There have been time-frequency domain solutions [18–20] which require magnitude and phase estimation. As phase estimation is not straightforward, Xu et al. [1] studied a speaker extraction network (SpEx) with a time-domain structure. Ge et al. [21] further extended the model with dynamic speaker embedding and twin encoder, that is known as SpEx+. The SpEx network architecture, with an effective masking mechanism, represents a typical neural speaker extraction approach.

Psychoacoustician Treisman’s study [22] revealed that human auditory attention mechanism is able to identify a stimulus by, either physical properties or semantic information. In this paper, we propose a speaker-speech cross-attention network (CAN) that emulates such human ability, and make a major improvement over SpEx+ [21]. The main contributions of this paper include: 1) We propose the cross-attention layers to fuse the speaker information with speech content. 2) We propose the speech semantic layers to capture the long-range semantic content of the entire utterance instead of dilution mechanism in temporal convolutional network (TCN) [1].

The rest of the paper is organized as follows. Section 2 summarizes the problem in the SpEx+ approach. Section 3 introduces the proposed speaker-speech cross-attention network. In Section 4, we report the experiments. Finally, Section 5 concludes the paper.

2. Inactive Weight Problem in SpEx+

While [1] and [21] achieved impressive speaker extraction results in terms of signal-to-distortion ratio improvement (SDRi) and scale-invariant signal-to-distortion ratio improvement (SI-SDRi), they have not benefited from the utterance-level content information due to the limited receptive field of convolution kernels [17].

The speaker information is also not fully utilized in the deep TCN blocks. In [21], the neural speaker extraction network consists of four cascaded TCN blocks, where the sequence of frame-level speech features $Z$ are concatenated with the speaker embedding matrix $E$ to form the input to the TCN block. $E$ represents a sequence of repeated speaker embedding vector $e$, and has the same length as $Z$. The first 1x1 convolutional neural network (1x1 CNN) of each TCN block performs the fusion between speaker embedding and speech features.

$$F_{TCN} = \text{Conv1D}([E, Z])$$
$$= [E, Z] [W_E, W_Z]$$
$$= EW_E + ZW_Z$$

where Conv1D is the 1D convolution. $W_E$ and $W_Z$ are the fusion weights for speaker embedding and speech features.

We discover that Conv1D has not sufficiently fused the speaker-speech features due to the fact that the speaker embedding is only involved as a fixed fusion bias $EW_E$ of the current frame, as opposed to a span of multiple frames. The speaker-speech fusion relies on the learnable weights $W_Z$ and $W_E$, we plot the weights of the $1 \times 1$ convolution kernels in Fig. 1 for all four TCN blocks to visualize. It is noted that the weights for the $3^{rd}$ and $4^{th}$ TCN blocks in the dotted orange boxes, which attend to the speaker embedding, are inactive with near zero values as illustrated in Fig. 1(c) and Fig. 1(d). This suggests that they don’t make use of speaker information.
3. Speaker Extraction with Speaker-Speech Cross-Attention Network

We propose a novel time-domain speaker extraction network, that features the speaker-speech cross-attention, to predict the mask for target speaker. The network includes four components: twin multi-scale speech encoder, speaker encoder, cross-attention speech extractor, and multi-scale speech decoder. For an effective comparison with SpEx+ network [21], we keep all components the same as in it except that we replace last two stacked TCN blocks with two stacked cross-attention network (CAN) blocks. The overall architecture is illustrated in Fig. 2.

3.1. Twin Multi-scale Speech Encoder

The mixture speech signal is encoded with learnable 1D convolution at multiple time scales to capture complementary information, e.g., phonemic and prosodic information over a short time span, and linguistic and semantic content over a long span across the utterance [23]. To encode the mixture and reference signals into same feature space, a twin multi-scale speech encoder is employed by sharing weights as [21].

3.2. Speaker Encoder

Following [21], the same speaker encoder network is adopted to characterize the target speaker with a speaker embedding as discussed in Section 2. A stacked CAN block consists of two stacked TCN blocks, and two stacked CAN blocks as illustrated in Fig. 2. The TCN structure follows what is in [21], as shown in Fig. 3(a). The CAN block is proposed to address the inactive weight problem for speaker embedding input in deep structure as discussed in Section 2. A stacked CAN block consists of stacked cross-attention layers and speech semantic layers as shown in Fig. 3(b). The former seeks to improve the interaction between speaker and speech features, while the latter seeks to model the utterance-level semantic content.

3.3. Cross-Attention Speech Extractor

The cross-attention speech extractor seeks to estimate the mask $M_1, M_2$ and $M_3$ at three different scales. The extractor takes in both the speech embedding matrix $Y$ generated by the twin multi-scale speech encoder and the speaker embedding vector $e$ derived from the speaker encoder. It consists of two stacked TCN blocks, and two stacked CAN blocks as illustrated in Fig. 2. The TCN structure follows what is in [21], as shown in Fig. 3(a). The CAN block is proposed to address the inactive weight problem for speaker embedding input in deep structure as discussed in Section 2. A stacked CAN block consists of stacked cross-attention layers and speech semantic layers as shown in Fig. 3(b). The former seeks to improve the interaction between speaker and speech features, while the latter seeks to model the utterance-level semantic content.

3.3.1. Cross-Attention Layer with Parallel Concatenation

We design a cross-attention network based on transformer [17] that takes speaker-speech embedding through parallel concatenation as in Fig. 4(a), that is denoted as pc. The speaker embedding vector $e$ is repeatedly concatenated with speech features $Z_t$ together to become the input to the cross-attention layer. We denote the repeated speaker embedding matrix as $E$. Then we can get the query $Q_{pc}$, the key $K_{pc}$, and the value $V_{pc}$ to do multi-head attention as follows,

$$Q_{pc} = [E, Z], W^{QE}_{pc} \frac{W^{QE}_{pc}}{W^{QZ}_{pc}} = EW^{QE}_{pc} + ZW^{QZ}_{pc}$$
$$K_{pc} = [E, Z], W^{KE}_{pc} \frac{W^{KE}_{pc}}{W^{KZ}_{pc}} = EW^{KE}_{pc} + ZW^{KZ}_{pc}$$
$$V_{pc} = [E, Z], W^{VE}_{pc} \frac{W^{VE}_{pc}}{W^{VZ}_{pc}} = EW^{VE}_{pc} + ZW^{VZ}_{pc}$$

Here $W^{QE}_{pc}, W^{KE}_{pc}$ and $W^{VE}_{pc}$ are the transformation matrices of speaker embedding matrix $E$, respectively. $W^{QZ}_{pc}, W^{KZ}_{pc}$ and $W^{VZ}_{pc}$ are the transformation matrices of speech features $Z$. Next we can get speaker-speech cross-attention weight with scale factor $d$ as following:

$$A_{pc} = \text{softmax}(Q_{pc}(K_{pc})^T / \sqrt{d})$$
$$= \text{softmax}((EW^{QE}_{pc}(W^{KE}_{pc})^T E^T + EW^{QZ}_{pc}(W^{KZ}_{pc})^T Z^T)ZW^{QZ}_{pc}(W^{KZ}_{pc})^TY^T + ZW^{VZ}_{pc}(W^{VZ}_{pc})^TY^T) / \sqrt{d}$$

(3)
The attention weight \( A_{pc} \) is then applied to the value \( V_{pc} \) to obtain the attention head output \( F_{pc} \).

\[
F_{pc} = A_{pc}V_{pc} = A_{pc}(EW_{pc}V_{pc}^{e} + ZW_{pc}V_{pc}^{z})
\]  

Finally the attention head outputs \( F_{pc} \) of all heads are concatenated together and fed into the feed forward network. We also employ a residual connection around both multi-head attention and feed forward network, followed by layer normalization as in [17]. With the cross-attention mechanism, the attention weight \( A_{pc} \) is involved in the attention head output \( F_{pc} \) as in Eq. 4. When the attention weight \( A_{pc} \) is an identity matrix, the \( F_{pc} \) degenerates to \( F_{TCN} \). The speaker embedding \( E \) contributes to both attention weight \( A_{pc} \) by the speaker-speech cross-attention \( ZW_{pc}Q \) \((W_{pc}^{K})^{T}E^{T}\) and \( EW_{pc}V \) \((W_{pc}^{K})^{T}Z^{T}\) items and fusion bias \( EW_{pc}^{z} \).

### 3.3.2. Cross-Attention Layer with Sequential Concatenation

According to Eq. 3, we note what we need is the speaker-speech cross-attention terms. Therefore, instead of parallel concatenation, which doubles the parameters, we simply sequentially concatenate, denoted as sequential concatenation, the speaker embedding vector \( e \) to the speech feature matrix \( Z \) as shown in Fig. 4(b), to form an input the cross-attention layer. We denote this sequential concatenation cross-attention layer as \( sc \), and has the attention weight \( A_{sc} \) as follows,

\[
A_{sc} = softmax \left( \frac{eW_{sc}^{Q}(W_{sc}^{K})^{T}e^{T}, eW_{sc}^{Q}(W_{sc}^{K})^{T}Z^{T}}{ZW_{sc}^{Q}(W_{sc}^{K})^{T}e^{T}, ZW_{sc}^{Q}(W_{sc}^{K})^{T}Z^{T}} \sqrt{d} \right)
\]  

And the attention head output \( F_{sc} \) can be expressed as follows:

\[
F_{sc} = A_{sc} \frac{eW_{sc}^{V}}{ZW_{sc}^{V}}
\]  

Where \( W_{sc}^{Q}, W_{sc}^{K} \) and \( W_{sc}^{V} \) are the transformation matrices shared by speech feature \( Z \) and speaker embedding vector \( e \). With the sequential concatenation, the number of learnable weights of sequential concatenation method is half of that of the parallel concatenation, but the speaker embedding continues to contribute to both attention weight \( A_{sc} \) and fusion bias \( eW_{sc}^{V} \).

### 3.3.3. Speech Semantic Layer

The transformer [24] has been shown effective in capturing long-range semantics in natural language processing [25, 26] and speech processing tasks [17, 27, 28]. Here we adopt the transformer architecture as the speech semantic layer to capture long-range semantics without speaker embedding and denote as \( ss \). We follow the network architecture proposed by Chen et al. [17]. The full structure consists of a multi-head attention layer and feed forward network. Each attention head of multi-head attention layer first generates the query \( Q_{ss} \), the key \( K_{ss} \), and the value \( V_{ss} \) by a linear transformation.

\[
Q_{ss} = ZW_{ss}^{Q}, K_{ss} = ZW_{ss}^{K}, V_{ss} = ZW_{ss}^{V}
\]  

where \( Z \) is the speech feature of current layer. \( W_{ss}^{Q}, W_{ss}^{K}, W_{ss}^{V} \) are the transformation matrices. The attention weight \( A_{ss} \) depends on the dot-product attention with scaling factor \( d \).

\[
A_{ss} = softmax(Q_{ss}K_{ss}^{T}/\sqrt{d}) = softmax(ZW_{ss}^{Q}(W_{ss}^{K})^{T}Z^{T}/\sqrt{d})
\]

Then the attention head output \( F_{ss} \) is the summation of value layer output \( V_{ss} \) multiplied by attention weight \( A_{ss} \).

\[
F_{ss} = A_{ss}V_{ss} = A_{ss}ZW_{ss}^{V}
\]

Finally the attention head outputs \( F_{pc} \) of all heads are also concatenated and fed into the feed forward network. Unlike the fixed receptive field of convolution kernels in TCN block, which is unable to fully use the long-range semantics [16], our attention head output \( F_{ss} \) utilizes the utterance-level global semantic information through the full sequence attention in Eq. 9.

### 3.4. Multi-scale Speech Decoder

The cross-attention speech extractor predicts a mask for each of the three time scales. We apply each mask to the speech embedding \( Y \) via element-wise multiplication to extract the target speech and implement multi-scale speech decoder to reconstruct the time domain speech signal.

### 3.5. Learning Strategy

The weight multi-objective loss is adopted to optimize the speaker extraction network via multi-task learning.

\[
\mathcal{L} = \mathcal{L}_{SS-SDR} + \lambda \mathcal{L}_{CE}
\]
Methods | Ref. Duration | SDR (dB) | SI-SDRi (dB) |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SpEx [1]</td>
<td>7.3s (avg.) 60s</td>
<td>16.3</td>
<td>15.8</td>
</tr>
<tr>
<td>SpEx [21]</td>
<td>7.3s (avg.) 60s</td>
<td>17.2</td>
<td>16.9</td>
</tr>
<tr>
<td>SpExsc</td>
<td>7.3s (avg.) 60s</td>
<td>18.8</td>
<td>18.6</td>
</tr>
<tr>
<td>SpExsc</td>
<td>7.3s (avg.) 60s</td>
<td>18.6</td>
<td>18.4</td>
</tr>
</tbody>
</table>

Table 1: SDRi (dB) and SI-SDRi (dB) for different duration of reference speech on WSJ0-2mixi. “7.3s (avg.)” refers to the average duration by randomly choosing one reference speech sample. “60s” refers to the fixed duration by combing several random chosen reference speech samples.

Table 2: Speech separation and speaker extraction performance (dB) on the WSJ0-2mix dataset. For blind speech separation (BSS), we report the results evaluated on the oracle-selected outputs. For speaker extraction (SE), we report the average performance on each extracted stream of two speakers.

<table>
<thead>
<tr>
<th>Task</th>
<th>Methods</th>
<th>#Params</th>
<th>SDRi (dB)</th>
<th>SI-SDRi (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSS</td>
<td>cuPIT-Grid-RD [29]</td>
<td>53.2M</td>
<td>10.2</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SDC-G-MTL [30]</td>
<td>53.9M</td>
<td>10.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>CBLDNN-GAT [31]</td>
<td>39.5M</td>
<td>11.0</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>WA-MISI-5 [32]</td>
<td>32.9M</td>
<td>13.1</td>
<td>12.6</td>
</tr>
<tr>
<td></td>
<td>BLSTM-TasNet [14]</td>
<td>23.6M</td>
<td>13.6</td>
<td>13.2</td>
</tr>
<tr>
<td></td>
<td>Conv-TasNet [15]</td>
<td>5.1M</td>
<td>15.6</td>
<td>15.3</td>
</tr>
<tr>
<td></td>
<td>DPRNN-TasNet [16]</td>
<td>2.6M</td>
<td>19.0</td>
<td>18.8</td>
</tr>
<tr>
<td></td>
<td>DPT [17]</td>
<td>2.6M</td>
<td>20.6</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td>WaveSplit [33]</td>
<td>29M</td>
<td>22.2</td>
<td>22.3</td>
</tr>
<tr>
<td>SE</td>
<td>SpEx [1]</td>
<td>10.8M</td>
<td>17.0</td>
<td>16.6</td>
</tr>
<tr>
<td></td>
<td>SpEx [21]</td>
<td>11.1M</td>
<td>17.6</td>
<td>17.4</td>
</tr>
<tr>
<td></td>
<td>SpExsc</td>
<td>28.4M</td>
<td>19.2</td>
<td>19.0</td>
</tr>
<tr>
<td></td>
<td>SpExsc</td>
<td>22.4M</td>
<td>19.0</td>
<td>18.8</td>
</tr>
</tbody>
</table>

where $\mathcal{L}_{\text{SSL}}$ is the multi-scale scale-invariant signal-to-distortion ratio between the target clean speech and the reconstructed speech at three scales. Since the signals are reconstructed in three different scales, we also apply different weights to the SI-SDR calculated at each scale as in [21]. $\Delta t_{\text{tr}}$ is the cross-entropy loss for speaker classification. $\lambda$ is the weight.

4. Experiments

We simulated WSJ0-2mixi dataset with 8kHz sampling rate based on WSJ0 corpus. The simulated database were divided into three sets: training set (20,000 utterances, 101 speakers), development set (5,000 utterances, 101 speakers), and test set (3,000 utterances, 18 speakers). For the training set and development set, the utterances from two speakers in WSJ0 “si_tr_s” corpus were randomly selected and mixed at a relative signal-to-noise ratio between 0 to 5 dB. Similarly, the utterances of test set were generated by WSJ0 “si_dt_05” and “si_et_05” subset. The 18 speakers in test set were not involved in the training set. The reference speech of the target speaker is randomly selected, that is different from the target utterance in the mixture.

4.1. Experimental Setup

We trained our models for 200 epochs on 2-second long segments. The learning rate was initialized as 1e-5 and decays by 0.5 when the loss on validation set was not improved in 2 consecutive epochs. Early stopping was applied if no better model was found in the validation set for 6 consecutive epochs. We utilized Adam optimizer for back-propagation of the full model. The size of twin multi-scale speech encoder and decoder kernels were 2.5ms, 10ms and 20ms, respectively. The number of ResNet blocks in speaker encoder $N_{R}$ was 3, and the speaker embedding dimension was 256 in practice. We employed 4 parallel attention layers to do multi-head attention. The scale factor $d$ was equal to the input feature dimension. The number of cross-attention layer $N_{CA}$ and speech semantic layer $N_{SS}$ in speaker extractor are 2, respectively. The weights for each scale in $\mathcal{L}_{\text{SSL}}$ are kept same as in [21]. The weight $\lambda$ in Eq. 10 is set to 10.

4.2. Experimental Results

We denote the network in Fig. 2 with parallel concatenation speaker aware layer as SpExsc, and the network with sequential concatenation speaker aware layer as SpExsc. We first compare the models with different reference duration as reported in Table 1. With average 7.3 seconds reference speech, the $\text{SpExsc}$ outperforms $\text{SpExc}$ by 1.6 dB and 1.7dB in terms of SDRi and SI-SDRi, respectively. With 60 seconds reference speech, $\text{SpExsc}$ outperforms by 1.6 dB and 1.6dB as well. These results suggest that our new model achieves a consistent relative improvement over the state-of-the-art speaker extraction network. $\text{SpExsc}$ slightly outperforms the $\text{SpExc}$ with both 7.3 seconds and 60 seconds reference speech. The results suggest that the sharing of transformation matrix in Eq. 5 and Eq. 6 for sequential concatenation is not as effective as that for parallel concatenation.

We further compare several blind speech separation techniques and speaker extraction models on WSJ0-2mix dataset and report in Table 2. The proposed models are on par with DPRNN [16] but still behind DPT [17] and wavesplit [33]. We consider the performance gap is due to the difference in the extractor network, where we don’t use dual path processing and dynamic mixing. We believe that the proposed ideas can be implemented with dual path processing and dynamic mixing, that will be our future work.

5. Conclusion

In this paper, we proposed a speaker extraction network with speaker-speech cross-attention structure. We further investigated how the speaker information could be well exploited in deep structure to better facilitate the speaker extraction. Experiments show that our proposed model achieves significant performance improvement over other state-of-the-art models.
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