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Abstract

Speaker recognition (SR) is inevitably affected by noise in real-life scenarios, resulting in decreased recognition accuracy. In this paper, we introduce a novel regularization method, variable information bottleneck (VIB), in speaker recognition to extract robust speaker embeddings. VIB prompts the neural network to ignore as much speaker-identity irrelevant information as possible. We also propose a more effective network, VovNet with an ultra-lightweight subspace attention module (ULSAM), as a feature extractor. ULSAM infers different attention maps for each feature map subspace, enabling efficient learning of cross-channel information along with multi-scale and multi-frequency feature representation. The experimental results demonstrate that our proposed framework outperforms the ResNet-based baseline by 11.4\% in terms of equal error rate (EER). The VIB regularization method gives a further performance boost with an 18.9\% EER decrease.

Index Terms: speaker recognition, variational information bottleneck, deep speaker embeddings

1. Introduction

Prior to deep learning, speaker recognition based on i-vector [1] has been dominant. I-vectors are often used in conjunction with probabilistic linear discriminant analysis (PLDA) [2] as a baseline system in many studies. In recent years, deep learning has been pushing the state-of-the-art in many fields of research. Due to the availability of free large-scale datasets [3,4,5] and the superior learning ability of deep neural networks (DNNs), speaker recognition based on deep speaker embeddings including d-vector [6] and x-vector [7] shows great potential. Speaker recognition based on DNNs usually consists of three components: feature extraction network, feature aggregation layers, and training loss. In deep speaker embedding learning, convolutional neural networks (CNNs), such as time-delayed neural networks (TDNNs) [7,8,9] and ResNet [5,10,11,12,13], are commonly used to extract speaker information from acoustic features at the frame level. Subsequently, a low-dimensional vector, called deep speaker embedding or x-vector, is obtained by gathering frame-level information to form utterance-level representation. Methods such as statistical pooling [14], max pooling [15], attentive statistical pooling [8], multi-headed attentive statistical pooling [16] are popular choices. Pioneering work on speaker recognition using DNNs has learned speaker embeddings via the classification loss [7,14]. Since then, the prevailing method has been to use softmax classifiers to train the embeddings [8,17,18]. A number of works have demonstrated that a series of variants, A-softmax [19], AM-softmax [20,21], and AAM-softmax [22], outperform the vanilla softmax in terms of speaker recognition under certain conditions.

However, while speaker embeddings obtained from neural networks exhibit impressive performance, there are still some challenges. On the one hand, the neural network may lose information that helps to identify the speaker during the feature extraction process. On the other hand, a potential problem is that the speaker embeddings inferred from DNNs may contain irrelevant information since noise is bound to exist in practical application scenarios [23]. Therefore, it is necessary to extract more robust deep speaker embeddings that contain only speaker identity-related information to increase the speaker recognition accuracy.

In this paper, we introduce a novel regularization method, the variational information bottleneck (VIB), to extract more robust deep speaker embeddings. The variable information bottleneck forces the neural network to extract speaker embeddings with maximum retention of information relevant to the speaker’s identity and removal of irrelevant information. We incorporate the VIB regularization strategy into a modified VovNetV2 feature extraction network that has previously been used for object detection and has shown excellent performance. We replace the effective squeeze and excitation (eSE) module in the original VovNetV2 with ULSAM to obtain more meaningful feature representations. Experiments show that our proposed enhanced VovNet with VIB regularization significantly improves the performance of the speaker recognition system.

2. Method

This section describes the speaker recognition framework used in our experiments and the proposed regularization method based on the variational information bottleneck.

2.1. Learning framework

An overview of our framework is given in Figure 1. We use an enhanced VovNetV2 [24] as a feature extraction network to obtain frame-level speaker representations. The original VovNetV2 is a powerful feature extraction network for object detection that outperforms the classical ResNet [25] and DenseNet [26]. We first apply it to speaker recognition with some modifications to accommodate acoustic feature inputs. The core components of the original VovNetV2 are the one-shot aggregation (OSA) module and the eSE attention mechanism. In our implementation, we choose the simpler yet more effective ULSAM [27] as an alternative to eSE. The specific structure of VovNet2 is described in Section 2.3.

For the sake of simplicity, we select temporal average pooling (TAP) to aggregate variable-length frame-level features into fixed-length utterance-level embeddings. DNNs have exten-
sively explored in the literature for the generation of speaker embedding with different objective functions. The classical loss function is softmax or one of its variants. Our experiments are performed on softmax and AM-softmax.

After the temporal aggregation layer, we add our proposed variational information bottleneck. It removes the information that is irrelevant to the speaker’s identity, resulting in a more meaningful embedding. The principle of the variational information bottleneck and how it works in speaker recognition will be described in the next section.

2.2. Variational information bottlenecks

Suppose the input data is \( X \) and the desired output is \( Y \). The goal of the information bottleneck (IB) is to learn an encoding \( Z \) that is maximally expressive about \( Y \) while being maximally compressive about \( X \). Similarly, in speaker recognition, we expect to learn a low-dimensional speaker embedding \( z \) that maximizes the retention of information for predicting speaker identity \( y \) while removing as much irrelevant information from the input speech \( x \) as possible. Using mutual information (MI) to measure relevance and compression in information bottlenecks, Tishby et al. [28] propose the following optimization objective:

\[
\max I(Z; Y) - \beta I(X; Z)
\]

(1)

where \( I(Z; Y) \) is the MI of \( Z \) and \( Y \), \( I(X; Z) \) denotes the MI between \( X \) and \( Z \), and the Lagrange multiplier \( \beta \) balances the compression and correlation of the extracted features \( Z \).

Speaker recognition is a supervised classification task, optimized by the following objective:

\[
\min_{x,y} \mathbb{E}_{x,y \sim p(x,y)} \left[ - \log q(y|x) \right]
\]

(2)

where \( x \) and \( y \) correspond to the input speech and the predicted speaker identity, respectively. However, the models optimized by Eq.(2) do not consider what information is learnt aside from being able to predict the given labels. As a result, the obtained speaker embeddings may contain unrelated representations, making the speaker recognition model less robust.

Equivalently, we can maximize the objective function to fit the speaker recognition task:

\[
\min -I(Z; Y) + \beta I(X; Z)
\]

(3)

Intuitively, the first term is the objective function for the classification task, which can be replaced by Eq.(2). We consider the second term as an additional penalty to constrain the mutual information between the input speech and the compressed representation. Thus, the loss function of the speaker recognition model with the information bottleneck is given by:

\[
\mathcal{L}_{IB} = \min \mathbb{E}_{x,y \sim p(x,y)} \left[ \mathbb{E}_{z \sim q(z|x)} \left[ - \log q(y|z) \right] \right] + \beta I(X; Z)
\]

(4)

where \( z \) is the output of the information bottleneck layer and \( \beta \) controls the penalty strength. A large \( \beta \) indicates that \( Z \) contains less information about the speech input \( X \) and the model output \( Y \) contains fewer details about \( X \). The resulting compressed encoding \( Z \) is noise-resistant to a certain extent.

Write out \( I(X; Z) \) in full, this becomes

\[
I(X; Z) = \int \log p(z|x) \left( \frac{p(z|x)}{\mathbb{E}_{z \sim q(z|x)} p(z|x)} \right)
\]

(5)

Combining equations (5) and (6), we have the following upper bound:

\[
I(X; Z) \leq \int \log p(z|x) \left( \frac{p(z|x)}{\mathbb{E}_{z \sim q(z|x)} p(z|x)} \right)
\]

(7)

In summary, the final loss function is:

\[
\hat{\mathcal{L}}_{VIB} = \min \mathbb{E}_{x \sim p(x)} \left[ \mathbb{E}_{z \sim q(z|x)} \left[ - \log q(y|z) \right] \right] + \beta KL[p(z|x) || q(z)]
\]

(8)

where \( \hat{\mathcal{L}}_{VIB} \geq \mathcal{L}_{IB} \).

Overall, the variational information bottleneck balances data compression and information retention, forcing the neural network to forget useless or harmful information and retaining the most valid information to obtain more robust and discriminative speaker embeddings.

2.3. Feature extraction network

The modified VovNetV2 used in our implementation consists of a stem block including 3 convolutional layers, 4 stages of OSA modules with an output stride of 32, and ULSAM at the end, as shown in Figure 2.
capture diverse receptive fields and is superior to ResNet in its original form. As a result, VovNet can efficiently organize features from shallower by concatenation rather than a summation. Unlike ResNet [25], VovNet aggregates the feature maps into g groups where each group contains G feature subspaces, and each group contains G feature maps. ULSAM uses deep convolution in the initial step and 1 × 1 filter convolution in the subsequent steps. This approach increases the effective receptive size of the network and achieves multi-scale feature representation. Each feature subspace learns a different attention map. Different weights are assigned in different attention graphs to learn different importance, which is suitable for generating multi-frequency features. In contrary to eSE, ULSAM uses linear relationships in different feature map subspaces to integrate cross-channel information and capture complex cross-channel information interactions. Overall, ULSAM enables multi-scale, multi-frequency feature representation and better modeling of relationships between channels, making it ideal for fine-grained classification tasks such as speaker recognition. Figure 4 illustrates the specific structure of ULSAM.

3. Experiment

3.1. Dataset

We conduct training end-to-end on the VoxCeleb1 [4] dataset (only on the ‘dev’ partition, this contains speech from 1,211 speakers). The trained model is evaluated on the VoxCeleb1 test set with 40 unseen speakers.

Notably, the speakers in the VoxCeleb1 dataset are from different countries, with diverse ages, occupations, and accents. The data are completely real English speech with some real noise, not artificial white noise. The noise occurs at irregular points in time and the human voices are both large and small. The noise includes background human voices, laughter, echoes, room noise, and recording equipment noise.

3.2. Experimental setup

Implementation details. Our implementation is based on the PyTorch framework [30] and trained on NVIDIA 1080Ti with a batch size of 128. The network is optimized with Stochastic Gradient Descent (SGD) using an initial learning rate of 0.1. The learning rate decays every 30 epochs with a decay rate of 10%. The training is stopped after 100 epochs.

Baseline models. We train two baseline models: 1) Fast ResNet [31], a 34-layer ResNet network but the input dimensions are smaller and the strides are earlier in order to reduce computational requirements; 2) VovNetV2, consisting of OSA modules and eSE attention mechanism. According to [31], the hyperparameters m = 0.1 and s = 30 are chosen for the model trained with AM-softmax loss. In addition, the final embedding dimension we obtain is 512.

Input representations. The input settings follow [31]. We use a fixed-length 2-second temporal segment randomly extracted from each utterance. The spectrograms are extracted using a Hamming window of width 25ms and step 10ms. Both the baselines and our modified VovNet use 40-dimensional Mel filterbanks as input. Mean and variance normalization (MVN) is applied to the network inputs by instance normalization [32], weights. The FC layer aims at dimensionality reduction as well as capturing nonlinear cross-channel interactions. However, dimensionality reduction inevitably leads to information loss and also brings side effects to channel attention prediction. Moreover, capturing dependency among all channels is unnecessary. For further boosting the performance of VoVNetV2, we propose a novel channel attention module, ultra-lightweight subspace attention mechanism (ULSAM).

ULSAM divides the input feature maps into g mutually exclusive groups, i.e., g feature subspaces, and each group contains G feature maps. ULSAM uses deep convolution in the initial step and 1 × 1 filter convolution in the subsequent steps. This approach increases the effective receptive size of the network and achieves multi-scale feature representation. Each feature subspace learns a different attention map. Different weights are assigned in different attention graphs to learn different importance, which is suitable for generating multi-frequency features. In contrary to eSE, ULSAM uses linear relationships in different feature map subspaces to integrate cross-channel information and capture complex cross-channel information interactions. Overall, ULSAM enables multi-scale, multi-frequency feature representation and better modeling of relationships between channels, making it ideal for fine-grained classification tasks such as speaker recognition. Figure 4 illustrates the specific structure of ULSAM.

2.3.1. OSA

Figure 3 depicts the specific structure of the OSA module. Every OSA module is comprised of 5 consecutive convolutional layers with the same input/output channels. Each convolutional layer is connected in two ways, one way to subsequent layers, and the other way to the final feature map. In other words, one-shot aggregation (OSA) aggregates all intermediate features in the last layer at once. This aggregation strategy circumvents feature redundancy while preserving the advantages of residual connection. Unlike ResNet [25], VovNet aggregates the features from shallower by concatenation rather than a summation. As mentioned in [29], the information carried by the earlier features from shallower by concatenation rather than a summation.

Figure 4: The architecture of OSA. F3×3, F3×3 denote 1×1, 3×3 Conv layer respectively. The symbol ⊗ indicates element-wise multiplication and ⊕ denotes element-wise addition.

2.3.2. ULSAM

Vovnetv2 explicitly simulates the interdependency between the channels of the feature map through eSE to enhance its representation ability. The eSE employs a global average pooling for each channel independently to squeeze spatial dependency and then uses one fully connected (FC) layer to generate channel importance, which is suitable for generating multi-frequency features. In contrary to eSE, ULSAM uses linear relationships in different feature map subspaces to integrate cross-channel information and capture complex cross-channel information interactions. Overall, ULSAM enables multi-scale, multi-frequency feature representation and better modeling of relationships between channels, making it ideal for fine-grained classification tasks such as speaker recognition. Figure 4 illustrates the specific structure of ULSAM.
No voice activity detection (VAD) or data enhancement is used in the training.

### 3.3. Results

In this section, we verify the superior feature extraction capability of our modified VovNet with ULSAM, and then compare the performance of speaker recognition systems incorporating our proposed regularization method. The results on the VoxCeleb1 test set are reported in Table 1. The recognition accuracy was measured by equal error rate (EER).

<table>
<thead>
<tr>
<th>VIB</th>
<th>Loss</th>
<th>EER(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-vector/PLDA</td>
<td>–</td>
<td>8.8000</td>
</tr>
<tr>
<td>VGG-M</td>
<td>softmax</td>
<td>10.2000</td>
</tr>
<tr>
<td>Fast ResNet</td>
<td>softmax</td>
<td>8.5737</td>
</tr>
<tr>
<td>VovNetV2</td>
<td>softmax</td>
<td>8.0064</td>
</tr>
<tr>
<td>VovNetV2</td>
<td>AM-softmax</td>
<td>6.8452</td>
</tr>
<tr>
<td>VovNetV2</td>
<td>AM-softmax</td>
<td>6.5429</td>
</tr>
<tr>
<td>VovNet/ULSAM</td>
<td>softmax</td>
<td>7.5928</td>
</tr>
<tr>
<td>VovNet/ULSAM</td>
<td>AM-softmax</td>
<td>6.1294</td>
</tr>
<tr>
<td>VovNet/ULSAM</td>
<td>AM-softmax</td>
<td>5.8643</td>
</tr>
</tbody>
</table>

We first examine our results when no VIB regularization is applied. With standard softmax loss and TAP aggregation, VovNetV2 outperforms the ResNet-based model (EER of 8.0064% vs 8.5737%). By replacing the eSe with ULSAM, a further performance gain is achieved (7.5928% EER). This suggests that VovNetV2 is a more compact feature extraction network than ResNet and has stronger feature expression capabilities. More importantly, our choice of ULSAM as an alternative to eSe has significant implications for the neural network to extract multiscale features that better characterize the speaker’s identity.

Secondly, we pay attention to the variational information bottleneck regularization. As we can see from the table, the models trained with the proposed VIB regularization strategy consistently outperform those trained without. On the Fast ResNet and VovNetV2 models, the EER obtained a 17.75% and 20.73% improvement compared to no VIB regularization, respectively (7.0520% vs 8.5737% and 6.3468% vs 8.0064%). Our modified VovNet that integrates with VIB regularization yields further enhancements, obtaining an EER of 6.1559%. It is worth noting that on the modified VovNet (i.e., OSA+ULSAM) incorporating the VIB method, our model achieves the best results of 5.8643% EER. These results indicate that the variational information bottleneck performs a good regularization. It enhances the constraints on the neural network, further filtering the speaker identity irrelevant information while retaining only the most discriminative representation.

Figure 5 depicts the change process of the mutual information $I(X; Z)$ and $I(Z; Y)$ during training. The three models are trained using softmax loss, with TAP as the pooling layer. We observe that both $I(X; Z)$ and $I(Z; Y)$ show an increasing trend at the beginning, as the neural network keeps learning information from the input speech. Then, $I(Z; X)$ increases while $I(Z; Y)$ no longer changes, which means that the information learned by $Z$ is not useful for predicting the identity of the speaker. For VovNet with ULSAM, the EER at this point is 7.5928%. The VIB forces the neural network to forget the information that is not relevant to the speaker’s identity and preserve only the identity-related information. After that, as $I(X; Z)$ decreases, $I(Z; Y)$ increases, the model further eliminates the harmful information. As a result, the EER is further reduced to 6.1559%.

The performance on various $\beta$ is shown in Table 2. We train these three models with softmax loss and TAP layer. Despite small differences, we observe that a small $\beta$ corresponds to a low penalty intensity, which will impair the performance because of insufficient noise removal.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\beta = 0.01$</th>
<th>$\beta = 0.001$</th>
<th>$\beta = 0.0001$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast ResNet</td>
<td>7.0732</td>
<td>7.0520</td>
<td>7.9109</td>
</tr>
<tr>
<td>VovNetV2</td>
<td>6.1771</td>
<td>6.3408</td>
<td>6.6119</td>
</tr>
<tr>
<td>VovNet/ULSAM</td>
<td>6.0286</td>
<td>6.1559</td>
<td>6.5854</td>
</tr>
</tbody>
</table>

The performance on various $\beta$ is shown in Table 2. We train these three models with softmax loss and TAP layer. Despite small differences, we observe that a small $\beta$ corresponds to a low penalty intensity, which will impair the performance because of insufficient noise removal.

### 4. Conclusions

In this paper, we introduce variational information bottlenecks as a regularization method for extracting robust deep speaker embeddings. The VIB forces the neural network to forget useless information and retain only the information related to the speaker identity. Also, we present an improved VovNetV2 framework, which enhances the feature representation by learning multi-scale and multi-frequency features. Our experiments demonstrate that the proposed feature extraction network and regularization method significantly help to improve speaker recognition accuracy.
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