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Abstract

Nowadays, neural vocoders can generate very high-fidelity speech when a bunch of training data is available. Although a speaker-dependent (SD) vocoder usually outperforms a speaker-independent (SI) vocoder, it is impractical to collect a large amount of data from a specific target speaker for most real-world applications. To tackle the problem of limited target data, a data augmentation method based on speaker representation and similarity measurement of speaker verification is proposed in this paper. The proposed method selects utterances that have similar speaker identity to the target speaker from an external corpus, and then combines the selected utterances with the limited target data for SD vocoder adaptation. The evaluation results show that, compared with the vocoder adapted using only limited target data, the vocoder adapted using augmented data improves both the quality and similarity of synthesized speech.

Index Terms: neural vocoder, speaker similarity, data augmentation, multi-band MelGAN, x-vector

1. Introduction

A vocoder [1] is a speech codec to analyze speech into acoustic features and synthesize the acoustic features back to speech. Conventional vocoders [2, 3] built following the source-filter model [4] have been widely used in speech synthesis tasks. However, the quality of the synthetic speech is usually degraded because the phase information and temporal details are discarded during the analysis-synthesis process of the conventional vocoders. Many neural speech generation models [5–14] have been proposed to directly model speech waveforms without many ad hoc assumptions of speech generation. Using these models as vocoders [15, 16] to synthesize speech based on the acoustic features extracted by conventional vocoders also remarkably improve the naturalness of the synthetic speech.

Although a speaker-dependent (SD) model usually outperforms a speaker-independent (SI) model [15, 16], collecting much data from a user is impractical. An efficient way to develop an SD vocoder is to first train a multi-speaker vocoder using a multi-speaker corpus, and then adapt the multi-speaker vocoder to the SD vocoder using the few-shot target data. However, this method still requires about five minutes of target data to develop a stable SD vocoder [17, 18]. On the other hand, an SI vocoder trained with a varied corpus may outperform an SD vocoder trained with a relatively small corpus in terms of speech quality [19]. However, the difference of speaker similarity has not been well investigated. In this paper, we first explore a more challenging scenario, i.e., one-shot adaptation, where the available target data is around 30s. Then, the speaker similarity difference between SI and SD vocoders is investigated.

The performance of most neural models is highly correlated with the amount and diversity of training data due to the data-driven nature. Therefore, the use of generative models to generate augmented data is straightforward and has been applied to many recognition tasks. For example, well-trained text-to-speech (TTS) systems have been used to generate augmented data for training automatic speech recognition (ASR) [20–22] and speech translation [23] systems. A vocoder has been used to generate augmented data with a variety of fundamental frequency (F₀) patterns to train an F₀ estimator [24], and a voice conversion (VC) framework has been used to generate unseen speaker data to train a speaker embedding extractor [25]. Even generation tasks, such as TTS [26], can benefit from using augmented data generated by another TTS system. However, there is still a performance gap between the models trained with sufficient natural data and augmented synthetic data [21].

In this paper, different from using generative models to produce augmented data, since leveraging natural data may avoid error propagation and keep the entire framework simple, we propose a data selection method to select augmented utterances from an external corpus. The speaker representation and similarity measurement from speaker verification (SV) [27] are used to formulate the selection criteria, and the selected utterances are presumed to have similar speaker identities to the target speaker. An SI vocoder is first trained with the multi-speaker external corpus, and then the one-shot target data and selected augmented utterances are used together to adapt the SI vocoder to the SD vocoder. Multi-band MelGAN [28] is adopted as the neural vocoder because of its light architecture. According to our evaluation results, the vocoder adapted with one-shot target data and augmented data achieves higher quality and similarity of synthesized speech compared with the vocoder adapted with only one-shot target data. To our best knowledge, our method is the first approach to train SD neural vocoders by using SV technology for data augmentation from an external corpus.

2. Baseline multi-band MelGAN vocoder

In this section, we introduce the baseline multi-band MelGAN vocoder, which is a convolutional neural network (CNN)-based non-autoregressive (non-AR) raw waveform generation model.

2.1. MelGAN with a multi-resolution STFT loss

A classic generative adversarial net (GAN) [29] architecture is adopted in MelGAN to convert the input mel-spectrogram into speech samples. Instead of one discriminator, MelGAN utilizes K discriminators (D_k) running at different temporal resolutions to capture the hierarchical structure of speech. Given a generator (G), natural speech y, and the input mel-spectrogram x, the
discriminator adversarial loss \((L_{\text{adv}})\) is formulated as
\[
L_{\text{adv}}(G, D) = \sum_{k=1}^{K} \frac{1}{N} \left[ E_y \left( (1 - D_k(y))^2 \right) + E_x \left( D_k(G(x))^2 \right) \right],
\]
where \(k\) is the discriminator index.

Moreover, the generator loss \((L_{G})\) includes an auxiliary loss in addition to the original adversarial loss \((L_{\text{adv}})\). Specifically, to improve the stability of training, vanilla MelGAN adopts a feature matching loss to regularize the discriminator intermediate feature maps of real and fake data. However, since the multi-resolution short-time Fourier transform (STFT) loss [12] is more meaningful and can make the training process converge fast [28], the feature matching loss is replaced by the multi-resolution STFT loss \((L_{sp})\) when training our MelGAN vocoders. The generator loss is formulated as
\[
L_{G}(G, D) = \lambda_{adv} L_{\text{adv}}(G, D) + L_{sp}(G),
\]
where \(\lambda_{adv}\) is a balance weight, which is set to 2.5 in this work. The \(L_{\text{adv}}\) loss is formulated as
\[
L_{\text{adv}}(G, D) = \mathbb{E}_y \left[ (1 - D_k(G(y)))^2 \right].
\]
The \(L_{sp}\) loss is calculated based on the STFT features extracted using three setting groups, including the FFT size of \([1024, 2048, 4096]\), the frame shift of \([120, 240, 480]\), and the window length of \([600, 1200, 2400]\).

The generator and discriminators of MelGAN are fully convolutional networks. The generator adopts several transposed CNN layers with residual networks and dilated CNN layers [30] to gradually upsample the input mel-spectrogram to match the temporal resolution of the output waveform samples. A LeakyReLU [31] activation is adopted following each layer except the last output layer, which uses a tanh function to output waveforms. The multi-scale discriminators have an identical network structure but different downsampling factors. Downsampling is implemented using stride average pooling. More details can be found in the open source repository\(^1\).

### 2.2. Multi-band approach

Directly modeling speech samples with a high sampling frequency \(f_s\) is challenging because of the speech signal has a high temporal resolution with a very long-term dependency, which usually result in the consumption of time and computing resources in the generation process. Decomposing the speech signal into five frequency bands can significantly improve the generation efficiency, because each subband signal is generated in parallel using a single network. The multi-band approach has been successfully applied to many AR \([32–34]\) and non-AR [28] neural vocoders.

The \(f_s\) of the speech signal processed in this paper is 44.1 KHz. The analysis and synthesis filters in [28, 34] are used to decompose the speech signal into five frequency bands, and the fullband signal is restored on the basis of the subband signals. The generator is trained to generate the subband signals in parallel. The inputs of the discriminators are the restored fullband signal. To improve the stability of multi-band training, the multi-resolution STFT loss is adopted for both fullband and subband signals. The setting groups of subband STFT include the FFT size of \([384, 683, 171]\), the frame shift of \([30, 60, 10]\), and the window length of \([150, 300, 60]\). More details can be found in [28, 34] and the open source repository\(^1\).

### 3. Relational data selection

To effectively develop the SD vocoder when very limited (one-shot) target data is available, we propose a data augmentation framework leveraging an external corpus (candidate pool) for adapting the SI vocoder to the target SD vocoder. A hierarchical framework based on data relationships is used to select suitable data for speaker adaptation. Three levels of relationships are considered. First, the speaker similarity is measured by the inter-speaker relationship between the target speaker and the candidate speaker. Second, the inter-candidate-speaker relationships are established to verify the speaker-wise confidence. Third, the reliability of each candidate utterance is regularized by the relationship within the speaker.

#### 3.1. Speaker similarity

Selecting external utterances with similar speaker identities to the target speaker for speaker adaptation is straightforward. Identity modeling and similarity measurement in SV technology can be used in this work. For identity modeling, we use the state-of-the-art x-vector [27] speaker representation. For similarity measurement, we use the probabilistic linear discriminant analysis (PLDA) [35, 36].

\(x\)-vector is a speaker embedding extracted from the intermediate layer of a speaker-identification neural network, and PLDA is a distance measurement designed to be generalized for arbitrary unseen classes. Therefore, the first selection criterion is formulated as
\[
\text{PLDA}(x_{n,i}, x_{\text{target}}),
\]
where \(x\) denotes x-vector, \(n\) is the candidate speaker index, \(i\) is the utterance index, and \(x_{\text{target}}\) is the average x-vector of all target utterances. The higher the PLDA score, the higher the speaker similarity.

#### 3.2. Speaker-wise divergence regularization

Since a robust speaker embedding should be almost independent of the phonetic content, we assume that the utterance-wise x-vectors from the same speaker should be similar. According to the assumption, if the distribution of the x-vectors of a speaker is diverse, the reliability of these x-vectors may be low. To model the speaker-wise confidence within the candidate pool, an SD term is introduced to regularize the PLDA score. First, temperature sigmoid is applied to make all PLDA scores have the same sign.

Third, the reliability of each candidate utterance is regularized by the reliability of the speaker within the speaker.

#### 3.3. Utterance-wise divergence regularization

Following the above assumption, the internal speaker relationship is introduced to tackle the outlier utterances within each speaker. That is, if the x-vector of an utterance is very different from the x-vectors of other utterances of the same speaker, the utterance is considered an outlier, and its x-vector is unreliable.

---

\(^1\)https://github.com/kan-bayashi/ParallelWaveGAN
Therefore, the denominator in Eq. (6) can be combined with an utterance-wise regularizer to evaluate the utterance reliability, and the third selection criterion is formulated as

$$PLDA\left(\left\| x_{n,i} - x_{\text{Target}} \right\|_2^2, \sigma_u^2, \gamma \right),$$

(7)

where $\left\| \cdot \right\|_2$ denotes the Euclidean distance (L2 norm), and $u_n$ is the mean x-vector of speaker $n$. The larger the Euclidean distance, the lower the reliability.

In summary, the criteria in this section model different relationships among the target speaker and the individual speakers and utterances in the candidate pool. Each subsequent criterion is derived from the previous criterion.

4. Experiments

4.1. Corpus

The AIShell-3 and TST Mandarin corpora provided by the ICASSP2021-M2VoC organizer [37] were used in the experiments. The training set of AIShell-3, which includes 137 female and 37 male speakers, was used to train the baseline SI vocoder and was used as the candidate pool. The female speakers have 50,117 utterances (∼50 hours) in total, and the male speakers have 13,145 utterances (∼13 hours) in total. One female and two male speakers in the Track 1 subset of TST were used as the target speakers. Each target speaker has 90 training utterances (6–10 mins) and 10 testing utterances. To simulate the one-shot scenario, the first five training utterances (∼30 s) of each target speaker were used as the limited target data. The $f_s$ and bit-depth of all utterances were set to 44.1 kHz and 16.

4.2. Experimental setting

The mel-spectrogram of 80 mel-filter banks was used as the input of the vocoder. The hop size was 220 samples, and the FFT size was 2048. The pre-trained models of the SITW (speakers in the wild) x-vector system was used for extraction of 512-dimensional x-vectors and calculation of PLDA scores. All input audio files were downsampled to 16 kHz to match the working $f_s$ of these speaker models. The x-vector of each candidate speaker was the average x-vector of all the utterances from that speaker, and the x-vector of each target speaker was also the average x-vector of the available utterances corresponding to different scenarios.

4.3. Model description

Six multi-band MelGAN vocoders were evaluated. That is, an SI (multi-speaker) vocoder was first trained using the training set of AIShell-3, and then the adapt5 and adapt90 SD vocoders were developed by adapting the SI vocoder using five and 90 target utterances, respectively. The adapt90 vocoder was taken as an upper bound in this section. For the proposed vocoders, to match the amount of adaptation data of adapt90, 85 utterances were selected from the AIShell-3 training set using the proposed criteria 1–3, and then combined with the five target utterances to form the adaptation sets DC1–DC3, where DC denotes the data selection criterion. The proposed SD vocoders were adapted from the SI vocoder using the DC1–DC3 sets, respectively.

The SI vocoder was trained for 1M iterations, and the discriminators were jointly trained with the generator from the 200,000-th iteration. Adam optimizer [38] was used, and the learning rate was set to 0.001 without decay. During speaker adaptation, the discriminators and generator were updated.

| Table 1: Objective evaluation results. |
|-------------------------------|----------------|---------------|----------------|----------------|
|                               | SI             | Adapt90       | Adapt5         | DC1            |
| LSD (dB)                      | 1.07           | 1.00          | 1.08           | 1.09           | 1.08 | 1.04 |
| MCD (dB)                      | 6.36           | 5.43          | 5.96           | 6.06           | 6.03 | 6.08 |
| $F_0$ (Hz)                    | 70.8           | 67.3          | 69.5           | 68.2           | 67.9 | 70.0 |
| $U/V$ (%)                     | 15.6           | 13.7          | 14.9           | 15.1           | 14.9 | 14.7 |
| PLDA                          | 33.2           | 39.5          | 29.0           | 34.8           | 32.6 | 33.6 |
| CosSim                        | 0.82           | 0.88          | 0.81           | 0.84           | 0.84 | 0.84 |

The adaptation iteration number for the adapt5 vocoders was set to 1000, and the iteration number for the adapt90 and DC1–DC3 vocoders was set to 9000. It was difficult to find the optimal number of iterations for the adapt5 vocoders, because the adaptation data was very limited. Therefore, the iteration number of 1000 was a compromise choice for the three target speakers.

4.4. Objective evaluation

Objective evaluations based on spectral accuracy, source excitation accuracy, and speaker similarity were conducted. The spectral accuracy was evaluated in terms of log spectral distortion (LSD) and mel-cepstral distortion (MCD). For source excitation accuracy, we measured the root mean square error (RMSE) of $F_0$ and $U/V$ decision error. For speaker similarity measurement, the PLDA score and cosine similarity (CosSim) of two x-vectors were used. Mel-cepstrum ($mcep$), $F_0$, and unvoiced/voiced ($U/V$) features were extracted using WORLD [3]. The ground truth acoustic features and x-vectors were extracted from the natural testing utterances.

The average evaluation results of the three target speakers are shown in Table 1. As expected, the adapt90 vocoders achieve the best performance in all metrics, which shows the effectiveness of speaker adaptation when the adaptation data is relatively sufficient. In contrast, the performance of the adapt5 vocoders is much worse than that of the adapt90 vocoders. This is due to the instability and quality degradation caused by much less adaptation data.

For spectral accuracy evaluation, we can see that the adapt5 vocoders were better than the SI vocoder in MCD, but worse in LSD. One possible reason is that $mcep$ is dominated by spectral envelope components in low-frequency bands, and due to improved SD component modeling, the adapt5 vocoders can achieve higher formant modeling accuracy. When listening to the utterances produced by adapt5, we could perceive a similar trend. That is, despite the slight improvement in the similarity of timbre, the speech generated by adapt5 suffered from severe musical noise and oversmoothing. The musical noise and oversmoothing effects may not be well modeled by $mcep$, but will be reflected in the LSD measurement. Moreover, the spectral accuracy results show that the proposed methods are effective because the DC* vocoders achieve lower MCD and similar/lower LSD than the SI vocoder. Compared with the adapt5 vocoders, the DC3 vocoders achieve lower LSD and slightly higher MCD, which implies that external data may slightly reduce the accuracy of SD component modeling.

Since both the voiced and unvoiced parts were involved in the RMSE calculation of $F_0$, the error of $F_0$ is correlated with the $U/V$ error. Generally speaking, prosodic characteristics are highly related to speaker identity. As shown in Table 1, the SI vocoder yielded higher $F_0$ and $U/V$ errors than the SD vocoders. The results confirm the assumption and indicate that prosodic modeling can be improved by speaker adaptation. Moreover, the DC* vocoders achieved similar or lower
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2https://kaldi-asr.org/models/m8
Table 2: Subjective evaluation results (MOS values).

<table>
<thead>
<tr>
<th></th>
<th>Natural</th>
<th>SI</th>
<th>Adapt90</th>
<th>Adapt5</th>
<th>DC3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality</td>
<td>4.96±.03</td>
<td>3.47±.14</td>
<td>3.71±.13</td>
<td>2.65±.14</td>
<td>3.29±.13</td>
</tr>
<tr>
<td>Similarity</td>
<td>-</td>
<td>3.57±.16</td>
<td>4.23±.14</td>
<td>3.43±.16</td>
<td>3.71±.15</td>
</tr>
</tbody>
</table>

Table 3: Statistics of the selected utterances (female target).

<table>
<thead>
<tr>
<th>Number of speakers</th>
<th>Suspected Utterances</th>
<th>Utterance overlap (%)</th>
<th>Speaker overlap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC1</td>
<td>18</td>
<td>9</td>
<td>reference</td>
</tr>
<tr>
<td>DC2</td>
<td>7</td>
<td>2</td>
<td>15.3</td>
</tr>
<tr>
<td>DC3</td>
<td>16</td>
<td>5</td>
<td>10.6</td>
</tr>
</tbody>
</table>

prosodic errors to the adapt5 vocoders, indicating the potential of the proposed methods to further improve prosodic modeling.

For speaker similarity evaluation, the DC* vocoders achieved higher PLDA and CosSim scores than the SI and adapt5 vocoders, which shows the effectiveness of the proposed method in improving the speaker similarity of synthetic speech. Again, one possible reason for the worst performance of the adapt5 vocoders is that the musical noise and oversmoothing can reduce the speaker similarity. In addition, since DC2 and DC3 apply regularizations to the PLDA score, it is reasonable that the DC1 vocoders are slightly better than the DC2 and DC3 vocoders in the PLDA score, but CosSim remains the same.

4.5. Subjective evaluation

Two mean opinion score (MOS) evaluations were conducted for speech quality and speaker similarity, respectively. In the quality evaluation, each utterance was given a score in the range 1–5 by a listener to evaluate the naturalness. In the similarity evaluation, the listener listened to a pair of natural and synthetic utterances at a time, and gave a score between 1 and 5 to evaluate the speaker similarity of the synthetic utterance to the natural utterance. In both evaluations, the higher the score, the better the performance. Nine native speakers participated in the evaluation using the same device. Five types of speech were compared, including natural speech and the speech produced by the SI, adapt5, adapt90, and DC3 vocoders. For each of the three target speakers, there were 10 natural utterances and 40 synthetic utterances produced by four vocoders. The 150 utterances were divided into two subsets, and each subset was evaluated by at least five listeners. Demo samples can be found on our website [39].

As shown in Table 2, the superior performance of the adapt90 vocoder in both quality and similarity measurements proves the importance of speaker adaptation to the vocoder. However, due to severe musical noise and oversmoothing, the adapt5 vocoder achieved the worst naturalness and similarity. It even gave worse performance than the SI vocoder. The results show that one-shot speaker adaptation is challenging, and the vocoders adapted with extremely limited data tend to be unstable and cannot be generalized. However, the proposed DC3 vocoder significantly outperformed the adapt5 vocoder in both quality and similarity measurements. The results confirm the effectiveness of the proposed data augmentation method derived from SV technology for the speaker adaptation of SD vocoders.

Although the DC3 vocoder is superior to the SI vocoder in terms of speaker similarity, the SI vocoder is robust to unseen speakers in terms of quality. The result is reasonable because the SI vocoder is trained with a large amount of data from many speakers. The great diversity of the training data allows the SI vocoder to generate stable speech for unseen speakers, even if the similarity is still insufficient. Therefore, we may conclude that the quality of synthetic speech is highly related to the amount of training/adaptation data, and the proposed data augmentation method can improve the speaker similarity of the SI vocoder even when only 30s target data is available. Moreover, according to the results, there is a significant quality gap between natural and synthetic speech, which implies that the current multi-band MelGAN vocoder may not be able to handle high fs speech generation. There is still room for improving neural vocoders to generate signals with a high fs.

4.6. Discussion

The score distributions for the female and the first male targets in Fig. 1 show the PLDA scores reflect the high correlation between gender and speaker similarity as expected. The selection thresholds of different utterance numbers imply the challenge to optimize the selection numbers because of the rapid PLDA score decrease for the increased selected utterances.

Since the female pool is much larger, we report the statistics of the selection utterances for the female target using DC1–3 in Table 3, and the results of DC1 are taken as the reference. The speaker regularizer is adopted to filter the utterances of low confidence speakers, and the speaker number of the selected utterances does decrease in DC2. An utterance might be an outlier if it is the only utterance from a speaker to be selected, and we call it a suspected utterance. The utterance regularizer is utilized to remove the outlier utterances, and the suspected utterance number does reduce in DC3.

The low speaker overlap rate between the DC1 and DC2 sets means the speaker regularizer filters many speakers. The higher speaker but lower utterance overlap rates between the DC1 and DC3 sets show that the utterance regularizer makes DC3 select more representative utterances of each speaker, and the influence of the speaker regularization is eased in DC3.

5. Conclusions

In this paper, we first investigated the influence of speaker adaptation and adaptive data volume on the effectiveness of SD neural vocoder. Then, we proposed selection criteria based on SV technology to leverage an external corpus for improving speaker adaptation. The proposed criteria explored the different relationships in the data space. The evaluation results show the effectiveness of the proposed framework in one-shot speech synthesis. For future work, the amount of selected data and the weight of regularizers should be further optimized.
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