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Abstract
This paper regards multilingual automatic speech recognition model training as a multi-objective problem because learning different languages may conflict, necessitating a trade-off. Most previous works on multilingual ASR model training mainly used data sampling to balance the performance of multiple languages but ignore the conflicts between different languages, resulting in an imbalance in multiple languages. The language-specific parameters of the multilingual ASR model are updated by the single language gradients while the update of the shared parameter is jointly determined by the gradient of every language on its shared parameter, namely shared gradient. Therefore, we propose a model-agnostic fast adaptive (MAFA) multi-objective balancing algorithm to balance multiple languages by avoiding the mutual interferences between their shared gradients. In the algorithm, based on the decrease in the training loss, we dynamically normalize the shared gradient magnitudes representing the speed of learning to balance the learning speed. To evenly learn multiple languages, the language with the worst performance is selected, and a balancing gradient nearest to the normalized gradient of the selected language and positively correlated with other normalized ones is obtained to eliminate the mutual interferences. The model trained by MAFA outperforms the baseline model on the Common Voice corpus.

Index Terms: multilingual automatic speech recognition, multi-objective balance optimization, model-agnostic

1. Introduction
In recent years, various neural network-based models have been intensively studied and achieved state-of-the-art performance on automatic speech recognition (ASR) tasks, e.g., hidden markov model-based hybrid ASR models [1–4] and deep sequence model-based end-to-end (E2E) ASR models [5–16]. There are approximately 7 thousand languages worldwide [17], while most models can only recognize a single language. Thus, building an ASR model capable of recognizing multiple languages has attracted great attention from many researchers.

The building process of the multilingual ASR model is equivalent to solving a multi-objective optimization problem if we regard the learning of each language as an independent objective. The simplest and most direct way to build the multilingual ASR model is collecting lots of mixture training samples of various languages and constructing a training sample set by the collected samples and then training the model based on the entire set [17]. Moreover, a proxy objective minimizing the mean of the language-specific objective functions is optimized based on the mini-batch, a randomly selected sample set of multiple languages. However, the number of speakers in different languages are different and the language with more speakers is easier to collect, resulting in sample imbalance [18]. And many same pronunciations correspond to the different spellings in different languages, resulting in mutual interferences between multiple objectives, which further leads to a problem that it is difficult for the aforementioned proxy objective to obtain an optimal model parameter for all languages [19]. Therefore the method usually causes an imbalance performance on multiple languages, i.e., some languages have good performance while others have poor performance [18, 20, 21].

Nowadays, there are a large number of works on balancing multiple languages, which can be divided into two categories, i.e., model-agnostic and model-dependent methods. Considering the problem of sample imbalance, most of the previous model-agnostic works attempted to employ data sampling. The training samples of different languages were randomly sampled with equal probability [18, 20, 21]. In the small number of remaining works, fixed language-specific weights were also employed to scale the contributions of the languages with different counts of training samples [22]. In addition, many model-dependent works attempted to balance multiple languages by extending the model architecture. A language representation was employed as an additional input to convert the universal multilingual ASR model into an expert on each language [23–26]. Another architecture extension used to handle language imbalance was the adapter module, in which a language-specific adapter module was added after every layer of the global multilingual ASR model [27]. Although the model-dependent methods can achieve better performance in most cases than the previous one, its application range is relatively limited. Therefore, in this paper, we focus on the universal model-agnostic methods.

The learning of different languages has different difficulty levels since each has its narrative rules of logic and grammar, e.g., the difference between Chinese and English in the active and passive voice [28]. One of the well-known human learning approaches is deliberate practice [29–31], which shows that people should expend more energy on learning difficult things rather than the easier or familiar ones. Considering there may be many conflicts between different languages, we attempt to evenly learn multiple languages by letting the model spend more time learning the language with the worst performance, i.e., complex language, without influencing other ones.

The current multilingual ASR model includes a shared parameter utilized across all the languages and language-specific parameters used for the single languages. And these parameters are trained by the gradient-based backpropagation algorithm [32]. Moreover, each optimization objective biases the model toward the corresponding language by generating a gradient to the shared parameter, namely shared gradient, during the training process. Thus, we propose a novel multilingual ASR model training method, i.e., Model-Agnostic Fast Adap-
Of multi-objective balancing algorithm, to make the model evenly learn multiple languages. Since the magnitude of the shared gradient represents the learning speed of its corresponding language. In the proposed method, the magnitudes of the shared gradients are first normalized by using a historical learning speed evaluated on the decrease in their training loss, which forces the model to learn multiple languages with the same speed. Then, to make the model increased focus on the complex language without mutual interferences, the complex one is selected according to the performance of the model on the languages included in the mini-batch. And the gradient nearest to the selected language gradient and in the form of acute angle with the rest gradients, which is called a balancing gradient, is employed to update the shared parameter, since the angles between the gradients indicate their interrelationships, e.g., the acute and obtuse angles indicate positive and negative correlations respectively. In this way, we can search for a pareto improvement [33] by improving the performance of the model on the complex language without negatively affecting the others at each training step. And a common optimal solution to multiple objectives, i.e., pareto solution [33], can be also obtained. There are two significant benefits by using the proposed MFA to train the multilingual ASR model: 1) the model can learn multiple languages in a balanced manner; 2) a common optimal performance on multiple languages can be obtained.

2. Related work

There are recently many multi-objective balancing methods that seek to balance multiple task-specific optimization objectives. A gradient normalization was used to normalize the gradients of multiple objectives [34]. An attention mechanism was utilized in dynamic weight averaging to adjust the weights of multiple objectives dynamically [35]. The key performance metrics were employed to evaluate the difficulty of various tasks, and a higher weight was assigned to the more difficult task [36]. In contrast, [37] showed that the higher weight was assigned, the easier task was. Since the authors suggested that the easier the task was to learn, the more information it contained, and this method seemed more suitable when the task had noisy labeled data. But, these methods consider only balancing multiple objectives by adaptive weights, not avoiding their mutual interferences. Therefore, it is difficult for these methods to obtain the pareto solution. A frank-wolfe algorithm was used to obtain the pareto solution to multiple objectives [38]. However, it was not available for the neural network since solving its underlying optimization problem for the high-dimensional gradient requires a considerable expenditure of time and energy.

3. Methodology

3.1. Dynamic gradient normalization

We propose a dynamic gradient normalization (DGN) to balance the learning speed of multiple languages by normalizing the shared gradient magnitudes at each training step. The magnitudes are dynamically normalized according to the historical learning speed of the corresponding language.

We define the dynamically normalized shared gradients:

\[ \hat{G}(t) = \left[ \hat{g}_1(t), \hat{g}_2(t), \ldots, \hat{g}_N(t) \right], \]  

where \( \hat{g}_n(t) = w_n(t)g_n(t) \) is the normalized gradient, \( G(t) = [g_1(t), g_2(t), \ldots, g_N(t)] \) is the shared gradient set, \( g_n(t) = \frac{\partial \mathcal{L}_n}{\partial \theta_h}(t) \) and \( \mathcal{L}_n(t) \) are the shared gradient and the objective function of the \( n \)-th task, \( \theta_h \) is the shared parameter, \( N \) is the number of languages, and \( t \) is the training step. \( W(t) = [w_1(t), w_2(t), \ldots, w_N(t)] \) is the trainable weight set of the shared gradients, and \( w_n(t) \) is the trainable weight.

To obtain the normalized \( \hat{G}(t) \), the backpropagation algorithm [32] is employed to adjust \( W(t - 1) \) according to the historical learning speed of the corresponding language. So the gradient label and the gradient objective function need to be defined. To generate the label in a natural way, we identify two evaluation indicators that measure the historical speed according to the decrease in training loss of the corresponding language \( n \), i.e., training loss decreasing ratio \( l_n \) and historical training speed factor \( s_n(t) \):

\[ l_n(t) = \frac{\mathcal{L}_n(t)}{\mathcal{L}_n(0)}; \]

\[ s_n(t) = \frac{l_n(t)}{\sum_{i=1}^{N} l_i(t)}. \]

The mean of the \( L^2 \)-norm of \( G(t) \) is used as the common scale, and the gradient label is obtained by combining the common scale and its speed factor. The definitions of the gradient label and objective function are:

\[ \mathcal{L}_n(t) = \sum_{n=1}^{N} (w_n(t - 1)g_n(t) - \hat{g}_n(t))^2, \]

where \( \hat{g}_n(t) = \hat{g}(t)(s_n(t))^\alpha \),

\[ \hat{g}(t) = \frac{1}{N} \sum_{n=1}^{N} w_n(t - 1)g_n(t). \]
the size of the model to learn the language more quickly. Moreover, the parameter. By (2) – (4), we can find that the defined indicators are inversely associated with the learning speed of the corresponding language, and the higher the value of \( s_n(t) \), the higher the gradient magnitude should be for the \( n \)-th language to encourage the model to learn the language more quickly. Moreover, the size of \( \alpha \) controls the strength of the gradient balancing.

Finally, we can obtain \( \mathbf{W}(t) \) as follows:

\[
\mathbf{W}(t) = \mathbf{W}(t - 1) - \frac{\partial \mathcal{L}_g}{\partial \mathbf{W}}(t). \tag{5}
\]

3.2. Multiple gradients balancing

The multiple gradients balancing (MGB) is proposed, in which the balancing gradient is obtained by finding a gradient nearest to the normalized gradient of the complex language \( k \) and positively correlated with the rest of the normalized gradients. This process can be expressed as:

\[
g^*(t) = \min_{g(t)} \frac{1}{\| \mathbf{g}(t) \|^2} \| g_s(t) - g(t) \|_2^2 \tag{6}
\]

subject to \( \| \mathbf{G}(t) \|^2 g(t) \geq 0 \),

where \( g^*(t) \) is the balancing gradient, and \( \mathbf{G}(t) \) is the set of the rest normalized gradients.

To solve (6), it is converted into the lagrangian dual form:

\[
f(\gamma) = \min_{\mathbf{g}(t)} L(\mathbf{g}(t), \gamma) \tag{7}
\]

subject to \( \gamma \geq 0 \),

where

\[
L(\mathbf{g}(t), \gamma) = \frac{1}{2} \| \mathbf{g}(t) \|^2 \mathbf{g}(t) - g_s(t)^\top \mathbf{g}(t)
- \gamma \mathbf{G}(t)^\top \mathbf{g}(t),
\]

\( f(\gamma) \) is the lagrangian dual function, \( L(g^*(t), \gamma) \) is the lagrangian function and \( \gamma \) is the lagrange multiplier.

We can obtain a solution to (7) by the Karush-Kuhn-Tucker conditions, which is also the optimal solution of (6) since (7) satisfies the condition of strong duality \[39]\:

\[
g^*(t) = g_s(t) - \mathbf{G}(t) \left[ g_s(t)^\top \mathbf{G}(t) \right]^{-1} g_s(t), \tag{8}
\]

where \( [a]_{+} = \min(a, 0) \). The shared parameter is updated:

\[
\theta_{sh} = \theta_{sh} - g^*(t). \tag{9}
\]

3.3. MAFA for multilingual ASR model training

Combining the section 3.1 and 3.2, we propose a MAFA to make the model pay more attention to learning the complex language without influencing other languages, in which the multilingual ASR model is trained by normalizing the magnitudes of the shared gradients and adjusting their angles. In Fig. 1, we show the proposed MAFA.

At each training step of our method, we first compute the training loss of each language and update the language-specific parameters. The DGN is then employed to normalize the magnitudes of the shared gradients and, according to (3), we can speed up the algorithm by applying the DGN only to the top shared layer. Finally, we find the complex language based on the current mini-batch, a new mini-batch or the evaluation set and obtain the balancing gradient by the MGB to update the shared parameter. Pseudocode is provided in Algorithm 1.

Algorithm 1 MAFA for multilingual ASR model training.

Input: Language set: \( S = \{1, 2, \ldots, N\} \), hyperparameter: \( \alpha \).

Output: Finally obtained multilingual ASR model parameter.

1: \( \mathbf{W}(0) = [1, 1, \ldots, 1] \);
2: Pre-training the multilingual ASR model parameter: \( \{\theta_1, \theta_1, \theta_2, \ldots, \theta_N\} \);
3: Initializing \( \mathcal{L}(0) \);
4: for \( i = 1 \rightarrow N \) do
5: Randomly selecting a mini-batch of language \( i \);
6: Computing the training loss of language \( i \): \( \mathcal{L}_i(0) \); \( \triangleright \) [standard forward pass]
7: \( \mathcal{L}(0), \text{insert}(\mathcal{L}_i(0)) \);
8: end for
9: for \( t = 1 \rightarrow \text{max_train_steps} \) do
10: Randomly selecting a language set from \( S^* : S^* \);
11: Initializing \( \mathbf{G}(t) \) and \( \mathcal{L}(t) \);
12: for \( i \in S^* \) do
13: Computing the language loss : \( \mathcal{L}_i(t) \); \( \triangleright \) [standard forward pass]
14: Updating language-specific parameter: \( \theta_i = \theta_i - \frac{\partial \mathcal{L}_i(t)}{\partial \theta_i}; \triangleright \) [standard backward pass]
15: Computing the shared gradient: \( g_s(t) = \frac{\partial \mathcal{L}(t)}{\partial \theta_{sh}} \);
16: \( \mathcal{L}(t), \text{insert}(\mathbf{G}(t)) \);
17: \( \mathbf{G}(t), \text{insert}(w_s(t - 1)g_s(t)) \);
18: end for
19: Randomly selecting a language set from \( S^* : S^* \);
20: Updating the shared parameter by (9);
21: end for
22: function DGN(\( \mathbf{W}(t - 1), \mathcal{L}(0), \mathcal{L}(t), \mathbf{G}(t), \alpha \))
23: Initializing \( \mathbf{s}(t) \);
24: for \( \mathcal{L}_n(0) \in \mathcal{L}(0) \) and \( \mathcal{L}_n(t) \in \mathcal{L}(t) \) do
25: Computing loss decreasing ratio \( s_n(t) \) by (2);
26: Computing training speed factor \( s_n(t) \) by (3);
27: Computing the normalized gradient \( g_s(t) \) by (4);
28: end for
29: Computing the gradient loss \( \mathcal{L}_g(t) \) by (4);
30: Updating \( \mathbf{W}(t) \) by (5);
31: Computing the normalized gradient \( \mathbf{G}(t) \) by (1);
32: return \( \mathbf{W}(t), \mathbf{G}(t) \);
33: end function
34: function MGB(\( \mathbf{G}(t) \))
35: Generating a evaluation set, and finding the normalized gradient of the complex language in \( S^* : g_s(t) \);
36: Computing the balancing gradient \( g^*(t) \) by (8);
37: return \( g^*(t) \);
38: end function
39: end function

4. Experiments and discussion

4.1. Experimental setting

We evaluated our training method on the Common Voice corpus [40], a massively-multilingual collection of transcribed speech intended for speech technology research. This corpus was widely used in the previous study about multilingual ASR [41–43]. We selected four languages from this corpus, i.e., English (en),
Catalan (ca), French (fr), and German (de). The en was used to pre-train the multilingual ASR model and the other languages were used to build a multilingual corpus. A detailed description of the corpus is given in Table 1.

All the models in this paper were built by ESPnet [44]. The model architecture and training strategy were similar to our previous work. The difference was that we generated subword units used as the output units by byte-pair encoding [45].

4.2. Ablation study

We first did an ablation experiment to verify the effectiveness of proposed components, i.e., DGN and MGB. The baseline model of this experiment was the publicly available attention-based multilingual ASR model for the Common Voice corpus. We show the word error rates (WERs) of the monolingual and various multilingual ASR models in Table 2.

We compared the performance of the multilingual baseline model trained by the original training method [17] and the monolingual ASR model before formal ablation study. From the first two rows in Table 2, we can find that the multilingual baseline model achieved a similar or better performance compared with the monolingual ASR model, which proves that our ASR model has the ability to learn multiple languages simultaneously and it conforms to the famous stein’s paradox [46]. We next compared the effectiveness of various proposed components. It can be found that the models trained by the proposed DGN and MGB were able to achieve relative reductions of 5.1% and 2.3% in the average WER by comparing the middle rows in this table. And they obtained the best performance on fr and de respectively. Furthermore, the optimal performance was achieved by the model trained by the DGN + MGB, and its average WER was 20.1%. Moreover, for ca, it obtained a relative reduction of 18.2% in the WER. The results showed that the MAFA was able to enhance the multilingual ASR model.

4.3. State-of-the-Art comparisons

To further verify the effectiveness of the proposed MAFA, we designed a comparison experiment, in which it was compared with other model-agnostic multilingual ASR model training methods [18, 22] and multi-objective balancing methods [34–38].

Table 3 shows the performance of the models trained by various publicly available methods. As shown in the top part of this table, the best performance of the model-agnostic training methods was achieved by the model trained by the language-specific loss weight [22], and its WER was 20.9%. However, this performance was still worse than that of the model trained by the proposed MAFA. Furthermore, it can be found that the performance of all models trained by the commonly used multi-objective balancing methods was significantly worse than that of the multilingual baseline model from the middle part of Table 3. The model trained by the frank-wolfe-based method [38] performed poorly since it frequently failed to converge within the specified iterations number. This experimentally confirmed that MAFA outperformed the other methods.

4.4. Convergence analysis

For a more comprehensive evaluation of the proposed method, we compared the convergence of our method with the original training method [17]. We first show the training loss curves of the two training methods in Fig. 2a. We find that the proposed MAFA was able to converge toward values significantly lower than that of the original training method, and it had a faster convergence speed. The accuracy curves are next illustrated in Fig. 2b. We can find that the MAFA can achieve higher accuracy on the evaluation set. The results further verified that the proposed MAFA was fit for the training of the multilingual ASR model.

5. Conclusion

We propose a model-agnostic multilingual ASR model training method, in which a novel multi-objective balancing algorithm, i.e., MAFA, is designed to balance multiple languages. In the method, we proposed a DGN to balance the learning speed of the languages by normalizing the magnitudes of the shared gradients. The pareto solution to the objectives of the languages is obtained by the MGB, which lets the model learn the complex language without influence on the rest of the ones. We evaluated the MAFA on the Common Voice corpus, and for ca, a relative reduction of 18.2% in WER was achieved.
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Table 1: The durations of multiple languages.

<table>
<thead>
<tr>
<th>Language</th>
<th>Train(h)</th>
<th>Dev(h)</th>
<th>Test(h)</th>
<th>Total(h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>en</td>
<td>189.3</td>
<td>110.2</td>
<td>107.6</td>
<td>109.6</td>
</tr>
<tr>
<td>ca</td>
<td>195.5</td>
<td>24.2</td>
<td>24.3</td>
<td>245.0</td>
</tr>
<tr>
<td>fr</td>
<td>274.0</td>
<td>34.0</td>
<td>34.0</td>
<td>342.0</td>
</tr>
<tr>
<td>de</td>
<td>377.7</td>
<td>47.5</td>
<td>47.8</td>
<td>472.0</td>
</tr>
</tbody>
</table>

Table 2: The breakdown effect for each proposed component.

<table>
<thead>
<tr>
<th>Method</th>
<th>ca (%)</th>
<th>fr (%)</th>
<th>de (%)</th>
<th>Average (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monolingual</td>
<td>18.2</td>
<td>25.8</td>
<td>21.7</td>
<td>21.9</td>
</tr>
<tr>
<td>DGN</td>
<td>15.5</td>
<td>25.5</td>
<td>21.0</td>
<td>20.7</td>
</tr>
<tr>
<td>MGB</td>
<td>19.5</td>
<td>23.1</td>
<td>21.4</td>
<td>21.3</td>
</tr>
<tr>
<td>DGN + MGB</td>
<td>14.8</td>
<td>24.1</td>
<td>21.6</td>
<td>20.1</td>
</tr>
</tbody>
</table>

Table 3: WERs [%] of various commonly used methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>ca (%)</th>
<th>fr (%)</th>
<th>de (%)</th>
<th>Average (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Kamran [18]</td>
<td>17.4</td>
<td>25.6</td>
<td>20.3</td>
<td>21.3</td>
</tr>
<tr>
<td>T. Almiae [22]</td>
<td>17.5</td>
<td>24.7</td>
<td>20.4</td>
<td>20.9</td>
</tr>
<tr>
<td>Z. Chen [34]</td>
<td>20.0</td>
<td>29.0</td>
<td>25.0</td>
<td>25.2</td>
</tr>
<tr>
<td>S. Liu [35]</td>
<td>21.7</td>
<td>26.0</td>
<td>21.7</td>
<td>23.2</td>
</tr>
<tr>
<td>M. Guo [36]</td>
<td>24.1</td>
<td>32.7</td>
<td>30.1</td>
<td>28.9</td>
</tr>
<tr>
<td>A. Kendall [37]</td>
<td>18.9</td>
<td>27.5</td>
<td>29.9</td>
<td>25.4</td>
</tr>
<tr>
<td>O. Sener [38]</td>
<td>27.8</td>
<td>32.4</td>
<td>30.1</td>
<td>30.1</td>
</tr>
</tbody>
</table>

Our                  | 14.8   | 24.1   | 21.6   | 20.1        |

Figure 2: An illustration of the convergence. The blue and red dotted lines indicate that the MAFA and the baseline model.
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