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Abstract

Cross-lingual text-to-speech (TTS) synthesis on monolingual corpora is still a challenging task, especially when many kinds of languages are involved. In this paper, we improve the cross-lingual TTS model on monolingual corpora with pitch contour information. We propose a method to obtain pitch contour sequences for different languages without manual annotation, and extend the Tacotron-based TTS model with the proposed Pitch Contour Extraction (PCE) module. Our experimental results show that the proposed approach can effectively improve the naturalness and consistency of synthesized mixed-lingual utterances.

Index Terms: TTS, cross-lingual, monolingual corpora

1. Introduction

In recent years, researchers on end-to-end text-to-speech have gained success in generating natural speech [1, 2]. Most recently, there are some studies on controlling extended characteristics such as speaker identity, rhythm, expressiveness, and emotion [3–5]. Moreover, some researchers have attempted to extend the TTS model from a single language to multiple languages.

[6] proposes to synthesize speech in multilingual languages by using a multilingual corpus from the same speaker. However, the construction of the multilingual corpus is expensive and time-consuming, since it requires the voice talent to be proficient in multiple languages. Therefore, researchers have begun to build multilingual TTS models on monolingual corpora. [7] introduces a transfer learning scheme that converts source language symbols to target language symbols through Automatic Speech Recognition (ASR). [8] also generates code-switched speech with an ASR-based approach. [9] presents a mixed-lingual TTS system with only monolingual corpora by utilizing speaker embedding and phoneme embedding. Similarly, [10] adopts language embedding and separate encoders to synthesize code-switched speech. At the same time, there have been some works on exploring the representation of text. [11] uses International Phonetic Alphabet (IPA) to unify the input representation of different languages, and implements a speaker encoder network based on residual convolution to extract the characteristics of the target speaker. This model generates decent-quality speech for both seen and unseen speakers. [12] proposes a multilingual TTS system using a bytes representation for English, Mandarin, and Spanish text. [13] adds a residual module to improve the stability of the TTS model and uses adversarial training to disentangle the input representation from the speaker identity. The model can synthesize multilingual speech with native or foreign accents. The above works mainly focus on the text representation and speaker identity, while more and more speech synthesis models begin to introduce more various information to TTS models, such as duration, fundamental frequency, and other information [14–16]. These researches have demonstrated the effectiveness of introducing external features in speech synthesis.

Although some progress has been made in cross-lingual TTS on monolingual corpora, most of the works concern tone languages and stress-accent languages [9, 11–13, 17], and exclude pitch-accent languages where the prominence of syllables is achieved by pitch [18]. Accentual-types (accent nucleus positions) in some pitch-accent languages, such as Japanese, may change the meanings of words but they are not shown in characters. Previous researchers use an external text analyzer including rules of pitch accent types and hand-written dictionaries to improve the performance of TTS model [19]. However, how to integrate pitch-accent languages into a cross-lingual speech synthesis system remains a challenge [20].

In this paper, we investigate the multi-speaker cross-lingual speech synthesis system for three different kinds of languages based on monolingual corpora. Without loss of generality, Mandarin, English, and Japanese are used as our target languages in the cross-lingual TTS system. As we all know, Mandarin is a tone language, English is a stress-accent language, and Japanese is a typical pitch-accent language. We build upon the recent works of TTS model to design a new cross-lingual synthesis framework. In this framework, we propose a method to obtain binary pitch contour sequences for different languages without manual annotation, and extend Tacotron-based TTS model with pitch contour features by using our proposed Pitch Contour Extraction module.

The remaining parts of this paper are structured as follows. In section 2, we describe our enhanced cross-lingual TTS system with the proposed pitch contour extraction module. Section 3 shows the experimental results of our proposed approach. Section 4 concludes with our findings and future work.
2. Proposed approach

We adopt Tacotron [1] as our baseline end-to-end cross-lingual TTS model, which consists of an encoder-decoder-with-attention framework. We augment the baseline model with additional speaker embedding to synthesize speech from multiple speakers. We then propose a PCE module to predict binary pitch contour sequences. Meanwhile, we design an automatic procedure of constructing the dataset for training this module. The proposed model architecture in the inference phase is illustrated in Figure 1. The external features obtained by PCE module are concatenated with phoneme features and fed into the model.

2.1. Input Representations

Characters and phonemes are typically used as input representations in TTS models. Since characters cannot represent the actual pronunciation in many languages, the TTS model needs to learn the pronunciation from context, which increases the difficulty of model training. Most recently, some studies attempt to obtain a general representation for different kinds of languages, for example, Li et al. [12] proposes to model text via a sequence of Unicode bytes. However, according to [13], bytes representation may fail to synthesize intelligible Mandarin speech.

In our work, we employ two kinds of phonemes representation, language-dependent phonemes(LDP) and IPA, and evaluate the effects of using these representations for cross-lingual TTS.

2.1.1. Language-dependent Phonemes

Lexicon or grapheme-to-phoneme(G2P) conversion model is usually used to convert graphemes into phonemes. And there is common phoneme representation in each language, such as initials and finals in Mandarin, ARPABET [21] in English. There are pitch information indicators of phonemes in Mandarin and English, such as tone and stress, except for Japanese. We extend finals in Mandarin with tone symbols, vowels in English with stress symbols, and some unvoiced symbols in Japanese. A language-dependent combined phonemes set is used for our experiments.

2.1.2. International Phonetic Alphabet

IPA can be used for phoneme transcription in many languages. Based on the International Phonetic Alphabet Handbook [22] and IPA library, we obtain corresponding phoneme sequences with the help of G2P library and convert LDP to IPA by using a custom dictionary across three languages. Then we use IPA as a unified input representation for different languages. Similar to [23], we perform some replace and delete operations on three kinds of languages while designing this mapping function. Tone and stress information are kept for Mandarin and English.

2.2. Speaker Embedding

To train a multi-speaker TTS model, we initialize a look-up table for speaker embedding. The position of speaker embedding has a great impact on speaker consistency in multilingual speech synthesis. For the attention-based encoder-decoder speech synthesis model, the pronunciation information is easily entangled with the speaker’s characteristics if the speaker embedding is added to the encoder part. As a result, it is hard for cross-lingual TTS model to synthesize mixed-lingual utterances with the same voice [9]. Therefore, we add the speaker embedding to the decoder by concatenating it with the context features learned by the attention module.

2.3. Attention Mechanisms

In the sequence-to-sequence speech synthesis models, there are several common attention mechanisms, such as Location Sensitive Attention(LSA) [24], GMM attention [25], and Forward Attention(FA) [26]. Considering the differences of these mechanisms may affect the speaker consistency in the cross-lingual TTS model, we evaluate the effects of these attention mechanisms on speaker consistency on mixed-lingual utterances.

2.4. Pitch Contour Extraction Module

On one hand, unlike tone languages and stress languages, there is no explicit pitch-related information in pitch-accent language text, which makes it challenging in the cross-lingual synthesis model. On the other hand, external features like energy, fundamental frequency($F_0$), prosodic-context [27] prove to be effective for improving the quality of synthesized speech. Based on these, we learn from [28] and propose a PCE module to learn pitch-related features from different kinds of languages, like duration module in [15, 16]. We expect all the languages in the cross-lingual synthesis model will benefit from the external information.

We use semi-supervised training to get the annotation of pitch contour information. Firstly, we use the Kaldi toolkit [29].

---

to train an ASR system and perform a forced alignment for speech and text. We then use the WORLD [30] tool to extract pitch contours of the corresponding phonemes sequences. The phoneme in tone languages and stress-accent languages contain relevant pitch information, while pitch-accent languages are more concerned with the trend of pitch change rather than the specific value. At the same time, there is usually a large gap between male and female F0 coverage, and we find that directly predict \( F_0 \) of the phoneme sequences cannot achieve a satisfactory result which is similar to [16]. So we simply convert the pitch contour sequences into binary sequences implied the increase or decrease of the pitch. This conversion can help to reduce the error involved by specific pitch values. Thereby obtaining the <phoneme, pitch contour > paired data from speech without manual annotation. Taking Japanese as an example, the construction of the pitch contour dataset is shown in Figure 2. After obtaining these paired data, we use them to train our proposed PCE model. The PCE module is illustrated in Figure 3. The phoneme and pitch contour sequence are used as the source and target sequences, respectively. We train the PCE model using the cross-entropy loss. Note that the trained PCE module is only used in the TTS inference phase because we can directly use the pitch contour sequence extracted from speech and text in training.

In our proposed method, we can factor mel-spectrogram synthesis into the following variables: text representation \( t \), speaker embedding \( s \), pitch contour sequence \( p \). Therefore, our generative model \( G \) is parameterized by trainable weights \( W \), and the model is optimized by a loss function \( L \), which penalizes the difference between the generated and ground truth mel-spectrogram in training phase:

\[
\min_W L(G(t, s, p), \text{mel}_{GT})
\]

while in inference stage, the pitch contour sequence can be obtained by the PCE module, we obtain predicted mel-spectrogram as follows:

\[
\text{mel}_{predicted} \sim G(t, s, \text{PCE}(t))
\]

3. Experiments

3.1. Data Setup

The cross-lingual TTS model is prone to having speaker consistency problems as people do not consider synthesized utterances in different languages are from the same person. To show the effectiveness of our method in maintaining speaker consistency, our experimental datasets include both male and female speakers. We train our model in three languages. Mandarin(CN) and English(EN) data is from Biaobei Technology [31] and LibriSpeech [32], respectively. Japanese(JP) data is a subdataset of CSS10 [33]. All datasets contain only monolingual utterances. The first two speakers are female while the last one is male. To reduce the impact of data imbalance, we only use about 10-hour data from each dataset. The phonemes of each language are obtained based on the existing annotations and open-source G2P libraries. Finally, we use the method proposed in Section 2.4 to get phonemes and pitch contour sequences.

Table 1: Mean Opinion Score (MOS) of ground truth audio.

<table>
<thead>
<tr>
<th>MOS</th>
<th>Language</th>
<th>CN</th>
<th>EN</th>
<th>JP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naturalness</td>
<td>4.94±0.08</td>
<td>4.95±0.07</td>
<td>4.74±0.11</td>
<td></td>
</tr>
<tr>
<td>Consistency</td>
<td>4.99±0.03</td>
<td>4.99±0.02</td>
<td>4.99±0.01</td>
<td></td>
</tr>
</tbody>
</table>

3.2. Experimental Setup

We follow [2] to add the stop token and residual modules to Tacotron model and use a look-up table speaker embedding as described in Section 2.2. All audios are resampled to 16 kHz. The audio features are represented as a sequence of 80-dim log-mel spectrogram frames, computed from 50ms windows shifted by 12.5ms. The PCE module consists of one layer of bidirectional LSTM and a fully connected layer. The dimension of phoneme embeddings and the hidden size of BLSTM layer are 200 and 512, respectively. The phoneme sequence and pitch contour sequence are passed through look-up tables and get 256-dim text features and 16-dim external features. We use Xavier Initialization to the weight parameters. To train our proposed TTS model, we take a batch size of 32 and use Adam optimizer with an initial learning rate of 0.001. We use a learning rate decay with warm-up strategy, the learning rate increases to 0.001 in the first 4000 steps, and then drops exponentially as the training continues. Our multilingual TTS model is optimized with mean square error (MSE) loss. We use WaveRNN to generate speech. To reduce the deviation caused by the quality of different datasets, we trained a universal vocoder using all datasets.

3.3. Evaluation

We use the Mean Opinion Score(MOS) to evaluate the naturalness and speaker consistency of the synthesized speech. The evaluation score is from 1 to 5 points in 0.5 point steps. For speaker consistency, 5 points indicate that the voices of the utterances are definitely the same speaker, 1 point indicates that the voices of the utterances are definitely not the same speaker. Similar to [13], we use 50 samples for each evaluation and each sample is rated by 6 raters. Naturalness and consistency MOS of ground truth audios from different languages are shown in Table 1. Related synthetic speech samples can be found at this website \(^2\).

3.3.1. Comparison of Language-dependent Phonemes and IPA

We first evaluate the performance of two input representations, LDP and IPA, on CN-EN-JP mixed-lingual utterances. The results are shown in Table 2. It shows that a cross-lingual TTS model with IPA representation achieves a higher MOS score in terms of naturalness and consistency in our experiments. We also find that the consistency of the Japanese male speaker is obviously lower than other female speakers while using the LDP representation. This may be due to the entanglement between speaker embedding and LDP representation, especially

\(^2\)https://hzyzhan.github.io/interspeech2021/
when there are both female and male utterances in training data. Based on the results, we use IPA as input representation in the following experiments.

### 3.3.2. Comparison of attention mechanisms on speaker consistency

Since the cross-lingual TTS model may suffer from speaker consistency problems, we evaluate the effects of different attention mechanisms, including LSA, GMM, and FA, on speaker consistency while synthesizing all kinds of mixed-lingual utterances. Table 4 shows the results on mixed-lingual utterances with our proposed PCE module. From the table, we see that LSA is the most robust attention mechanism for different speakers. We also attempt to include Step-wise Monotonic Attention(SMA) [34], but fail to obtain a satisfying result. We infer that since IPA representation is similar to characters representation and it also needs to learn the actual pronunciation of IPA combinations, using soft attention could be better than hard attention. We use LSA mechanism in the following experiments.

### 4. Conclusions

In this paper, we implement a multi-speaker multilingual TTS model with our proposed PCE module. We summarize the results as follows:

- IPA representation can help to learn disentangled information from different languages, and it is better than the language-dependent phonemes representation in our experiments;
- Location Sensitive Attention is a more robust attention mechanism in terms of speaker consistency in our proposed model.
- The Pitch Contour Extraction module proposed in this paper is helpful to multilingual TTS model and it greatly improves the naturalness and speaker consistency of mixed-lingual utterances;

For future work, we plan to continue investigating more robust and effective approaches to improve the performance further.
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