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Abstract

In this paper, we propose an overlapping speech detection (OSD) system for real multiparty meetings. Different from previous works on single-channel recordings or simulated data, we conduct research on real multi-channel data recorded by an 8-microphone array. We investigate how spatial information provided by multi-channel beamforming can benefit OSD. Specifically, we propose a two-stream DFSMN to jointly model acoustic and spatial features. Instead of performing frame-level OSD, we try to perform segment-level OSD. We come up with an attention pooling layer to model speech segments with variable length. Experimental results show that two-stream DFSMN with attention pooling can effectively model acoustic-spatial feature and significantly boost the performance of OSD, resulting in 3.5\% from 85.57\% to 89.12\% absolute detection accuracy improvement compared to the baseline system.

Index Terms: overlapping speech detection, multiparty meeting, spatial spectrum, two-stream DFSMN

1. Introduction

The presence of overlapping speech segments is a common and natural phenomenon in multiparty meetings. This speech event presents a significant challenge to downstream tasks, such as speaker diarization and automatic speech recognition (ASR). For DIHARD-II challenge [1], the use of ground-truth overlap labeling improved the Diarization Error Rate (DER) from 20.78\% to 16.16\% as shown in [2]. On the other hand, the underlying assumption of general ASR systems is that speech contains only one single speaker. When encountering multiparty meeting scenario, the performance of ASR system will suffer from significant degradation. Ideally, for meeting scenario, we would like to know “who spoke when” (speaker diarization) [3] and even “who spoke what at when” (speaker-attributed ASR) [4, 5]. Overlapping speech detection (OSD) [6, 7, 8] is one of the key technologies leading to this ideal system.

Over the past few decades, researchers have paid much attention to overlapping speech detection (OSD). One of the first works is [6], which investigates the impact of speaker overlap on diarization error and find that detecting overlapping speech could potentially improve diarization accuracy by 15\% relatively. In [7], the overlapping speech detector is an HMM-based Segmenter that operates using various features, such as MFCC, RMS energy, LPC residual energy diarization posterior entropy (DPE). Huijbregts et al. [9] report a detection approach using a single GMM to model overlapping speech, and using Viterbi search for speaker assignment [10] presents the application of convoluted non-negative sparse coding (CNSC) to OSD. Motivated by the observation that significant portion of overlaps in spontaneous conversations take place where the amount of silence is less, an overlap detection based on silence distribution is proposed in [11].

Recently, with the development of deep learning, supervised neural networks have been applied to OSD and achieved promising results. In [12], an OSD system using Long Short-Term Memory (LSTM) recurrent neural networks is proposed. The LSTM is used as a regressor to predict frame-wise overlap scores that are employed to detect segments of overlapping speech. Experimental results on the AMI corpus [13] shown that the LSTM-based OSD system achieves a comparable performance to HMM-based system. Furthermore, the LSTM-based OSD system is integrated into the speaker diarization task to give improvement in diarization error rate in [14]. In [15], the convolutional neural networks (CNNs) are used to detect overlapping speech on independent short time-frames and investigate how the duration of the signal frame influences the accuracy of detection. In [16, 17, 18, 19], a lot of effort is paid to detect the overlapping speech as well as the concurrent speakers in speech. Perception study in [16] show that neural networks based methods can count speakers more accurately by analyzing a considerably shorter recording than human listeners.

Even with these progress, handling overlapping speech is still a challenging and open problem as shown in the DIHARD-I [20], DIHARD-II [1], DIHARD-III [21] and CHIME6 [22] challenges. One of the main obstacles is that it is difficult to obtain and label overlapping speech in real scenes, especially in far-field multi-party meetings. Previous works are mostly conducted using the AMI Corpus [13] or simulated single-channel mixed speech.

In this work, we investigate the overlapping speech detection problem in real far-field multi-party meetings. To carry out this research, we recorded 175 real multi-party meetings using an 8-microphone array. We will describe the details of data corpus in Sec.3.1. Additional to common acoustic features, we propose to utilize the spatial information provided by microphone array signal processing. As shown in later sections, the additional spatial information has been proven to be effective. Moreover, we propose a two-stream DFSMN [23] to jointly model acoustic and spatial feature. Instead of conducting frame-level OSD, we propose to perform segment-level OSD. The original speech signal is divided into segments using an NN-VAD. In order to model speech segments with variable length, we present an attention pooling method. Experimental results show that our proposed OSD system can achieve remarkable improvement, which improves detection accuracy from 85.57\% to 89.12\%.

2. System Description

In this section, we describe our proposed overlapping speech detection (OSD) system. We first describe the design of microphone array and the array signal processing algorithm to generate the spatial spectrum and enhanced speech. And then we move on to discuss segment-level overlapping speech detection.
problem and how to generate the speech and spatial segments with NN-VAD. Finally, we present the proposed two-stream DFSMN based OSD system. Figure 1 is the illustration of the proposed system.

2.1. Beamforming and Source Localization

We follow the design of the set of differential beamformers similar to the multi-beam system in our previous works [24][25]. More specifically, the look-direction of each beamformer is uniformly distributed around a circle to cover the entire space, resulting in the spatially separated output signals of the beamformers.

In order to achieve better spatial-filtering performance, we utilize our recently proposed circular differential directional microphone array (CDDMA) design [26], where the microphone array is based on a uniform circular array with \( M \) directional microphones depicted in Figure 2. All the directional elements are uniformly distributed on a circle and directions are pointing outward. The CDDMA beamformer is given as below:

\[
h_{\text{cddma}}(\omega) = R^H(\omega, \theta)|R(\omega, \theta)R^H(\omega, \theta)|^{-1} \mathbf{c}_\theta.\]

where the vector \( \mathbf{c}_\theta \) of size \( N \times 1 \) defines the acoustic properties of the beamformer such as beampattern; the constraint matrix \( R(\omega, \theta) \) of size \( N \times M \) is constructed by the directional microphone steering vector which exploits the acoustics of microphone elements. As proven in [26], the CDDMA-beamformer demonstrates significant advantages over the conventional method in terms of white noise gain (WNG) and directivity factor (DF), two commonly used performance measures for differential beamforming. WNG not only measures the efficacy to suppress spatially uncorrelated noise for beamformers [27], but also measures the robustness of beamformer [28]. And DF quantifies how the microphone array performs in the environment of reverberation [29].

For the sound source localization task, we utilize the SRP-PHAT algorithm [30] with the CDDMA-beamformer described above. At first, we assume that the microphone array signals at \( n^{th} \) frame are received as:

\[
x(\omega, \theta) = [x_1, x_2, \cdots x_M]^T, \]

where the superscript \( T \) represents the transpose operator, \( \omega = 2\pi f \) is the angular frequency, \( f \) is the temporal frequency, \( \theta \) is the incident angle of the signal, and \( x_m \) represents the signal of each microphone. Then, for each candidate of incident angle \( \theta \), we design each corresponding CDDMA-beamformer to target at the direction of \( \theta \), denoted as \( h_{\text{cddma}}(\omega, \theta) \), and we calculate the transient steering response power (SRP) at \( n^{th} \) frame as

\[
\hat{P}_n(\theta) = \int_{-\infty}^{+\infty} |x(\omega, \theta)^H h_{\text{cddma}}(\omega, \theta)|^2 d\omega. \tag{3}
\]

In practice, we will take a recursive smoothing of SRP to obtain the estimate as below:

\[
\tilde{P}_n(\theta) = \alpha \tilde{P}_{n-1}(\theta) + (1 - \alpha)P_n(\theta), \tag{4}
\]

where \( \alpha \) is called the forgetting factor, ranging from zero to one. The locale estimate of incident angle for current frame is given by:

\[
\hat{\theta} = \arg \max_\theta P(\theta). \tag{5}
\]

Based on the estimate of SRP at each frame, we can form a spatial spectrum as below:

\[
\mathcal{B}(\theta, n) = \tilde{P}_n(\theta), \forall n \in \mathbb{N}^+ \tag{6}
\]

2.2. Segment-level Overlapping Speech Detection

In real applications, speech signals are usually split into segments with varied lengths using VAD. Instead of performing frame-level or fixed-length OSD, we try to perform varied length segment-level OSD. The enhanced speech is divided into segments using a NN-VAD. Moreover, the time tags are used to split the spatial feature as well as raw speech. As a result, we can get segment-level enhanced acoustic feature, spatial feature, as well as the raw acoustic feature. For each segment, the label is overlapping speech or non-overlapping speech. Overlapping means there is multiple-speaker co-occurrence in the speech segment. The details of data corpus and how to get the label will be introduced in Section 3.1.
In previous works, various neural architectures have been proposed for OSD task, such as LSTM [12, 13], CNN [15] and TCN [18]. In this work, we propose the deep feed-forward sequential memory networks (DFSMN) [23] for OSD. Previous works in [23, 31, 32, 33] have shown the effectiveness of DFSMN for sequence modeling. Thereby, our purpose is not to compare the effectiveness of different network structures for OSD task, but to investigate how to effectively model acoustic and spatial features. Specially, we come up with a two-stream DFSMN with pooling (mean or attention) layer for jointly modeling acoustic-spatial features.

The architecture of two-stream DFSMN is as shown in Figure 3, which consists of acoustic-encoder, spatial-encoder, joint-encoder, pooling layer and softmax output layer. The acoustic and spatial encoders are used to convert acoustic and spatial features into deep representations, respectively. These outputs are concatenated before fed into a joint-encoder. Given acoustic feature (Xa) and spatial feature (Xs) of a segment, the output of joint-encoder can be denoted as:

$$H = f_{as}(f_a(Xa); f_s(Xs)).$$

Here, $f_a, f_s$ and $f_{as}$ denote the transformations of acoustic-encoder, spatial-encoder and joint-encoder, respectively.

In this work, we adopt the same architecture for acoustic and spatial encoders, which consists of four DFSMN components and a FFN layer. For the joint-encoder, the only difference is that it consists of eight DFSMN components. The FFN layer consists of a nonlinear transformation with ReLU activation and a linear transformation layer. Detailed description of DFSMN can be found in [23]. Here, we give a briefly review of the DFSMN component that the operation of the $\ell$-th DFSMN component take the following form:

$$h_\ell^t = \max(W^2m_{\ell-1}^t + b_\ell^t, 0)$$

$$p_\ell^t = V_\ell h_\ell^t + v_\ell^t$$

$$m_\ell^t = m_{\ell-1}^t + p_\ell^t + \sum_{i=0}^{N_\ell} a_i \odot p_{\ell-x_i} + \sum_{j=1}^{N_\ell} c_j \odot p_{\ell+x_j}$$

Here, $h_\ell^t$ and $p_\ell^t$ denote the outputs of the ReLU layer and linear layer respectively. $m_{\ell}^t$ denotes the output of the $\ell$-th memory block. $N_\ell$ and $N_\ell'$ denotes the look-back and look-ahead orders of the $\ell$-th memory block, respectively. $s_1$ is the stride factor of look-back filter and $s_2$ is the stride of look-ahead filter. For all the DFSMN-components in this work, we use ReLU layer with 1024 units, linear layer with 256 units, memory block with $N_1 = 10, N_2 = 10, s_1 = 1$ and $s_2 = 1$.

The output of the joint-encoder, denoted as $H$ in Eq. 7 is fed into the pooling layer. In order to transform a variable-length sentence into a fixed size vector representation, in addition to the commonly used mean pooling, we propose an attention pooling layer. For input $H \in \mathbb{R}^{d \times T}$, the operation of attention layer takes the following form:

$$A = \text{softmax}(W_2 \text{ReLU}(W_1 H + b_1) + b_2)$$

Here, $A = (a_1, a_2, \cdots, a_T), a_i \in \mathbb{R}^{d \times 1}$ is the attention coefficients. We use the vector weights rather than scalars, which can control every element in all hidden vectors $H = (h_1, h_2, \cdots, h_T)$. And then, we achieve the fixed size vector representation by using a weighted summation of the hidden vectors, as following:

$$v = \sum_{i=1}^{T} a_i \odot h_i.$$

The fixed-size vector representation is then fed into the FFN layer and output layer. There are two units in the output layer, which denote the classification of overlapping speech and non-overlapping speech respectively.

### 3. Experiments

#### 3.1. Corpus

We use the microphone array (as shown in Figure 2) to record 175 real meetings. These meetings take place in 20 different rooms. For each meeting, we placed 1 to 3 microphone arrays in different positions according to the size of the meeting room. Each of the meeting lasts about 30 minutes and has 4 participants. For each meeting, we give participants a topic, and then let them talk freely around the topic. Each participant uses a headset microphone to record near-field speech. We manually annotate the near-field speech of each participant to get the transcriptions and timestamps. Each participant’s near-field marked

<table>
<thead>
<tr>
<th>Training set</th>
<th>Evaluation set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overlapping</td>
<td>211351</td>
</tr>
<tr>
<td>Non-overlapping</td>
<td>63410</td>
</tr>
</tbody>
</table>

Figure 4: Distribution of the data corpus. Left) length distribution of training data(right) Overlapping ratio distribution of training data.

Table 1: Number of overlapping and non-overlapping segments.
Table 2: Detailed experimental results for various models with different input features and pooling method. SPA denotes the spatial feature generated by the SRP-PHAT algorithm.

<table>
<thead>
<tr>
<th>Features</th>
<th>Model</th>
<th>Mean Pooling</th>
<th></th>
<th>Attention Pooling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ACC(%)</td>
<td>F1</td>
<td>P</td>
</tr>
<tr>
<td>Raw Acoustic Feature</td>
<td>DFSMN</td>
<td>85.57</td>
<td>0.907</td>
<td>0.900</td>
</tr>
<tr>
<td>Enhanced Acoustic Feature</td>
<td>DFSMN</td>
<td>84.54</td>
<td>0.892</td>
<td>0.891</td>
</tr>
<tr>
<td>SPA</td>
<td>DFSMN</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Raw Acoustic Feature+SPA</td>
<td>DFSMN</td>
<td>-</td>
<td>84.18</td>
<td>0.899</td>
</tr>
<tr>
<td>Raw Acoustic Feature+SPA</td>
<td>Two-stream DFSMN</td>
<td>-</td>
<td>89.12</td>
<td>0.931</td>
</tr>
</tbody>
</table>

timestamp will be further processed to obtain the far-field microphone array timestamp. We can then generate the segment-level overlapping speech label based on them.

We split the 175 recorded meetings into training (170 records) and evaluation (5 records) sets. Both training and evaluation sets are processed with the CDDMA beamforming (as in section 2.1) and then divided into segments with the NN-VAD. The number of overlapping and non-overlapping segments in training and evaluation sets are as listed in Table 1. During recording, we require the overlapping speech ratio of each meeting to be around 30%. However, in the final recording annotation was returned, we found that the proportion of frame-level overlapping speech was about 40%. After we split the speech into segments, we find that the segment-level overlapping ratio of training data is about 76%. Even though the overlap ratio is higher than regular meetings, it does not affect the research on overlapping speech detection (OSD). The distributions of the segment length and overlap ratio are shown in Figure 4. Overlap ratio is defined by the proportion of duration of multiple concurrent active speakers in the entire segment.

3.2. Experimental Setup

The first experiment in this work is to investigate different features as input to the overlapped speech detection (OSD) module. As shown in Figure 1, we will compare the raw acoustic feature, enhanced acoustic feature and spatial feature. For the raw speech, we choose the first channel from the 8-channel array signal. The acoustic feature is the 80-dimensional log-mel filterbank (FBK) energies computed on 25ms window with 10ms shift. We stack the consecutive frames within a context window of 7 (3±1+3) to produce the 560-dimensional features and then down-sample the inputs frame rate to 60ms. The spatial feature is the 120-dimensional spatial spectrum, which is also down-sample to the frame rate of 60ms. We use the standard DFSMN with 2 DFSMN-components. The detailed configurations of DFSMN-component are the same as described in Section 2.3.

The second experiment is to evaluate the proposed bi-stream DFSMN with acoustic-spatial feature for OSD. For comparison, we also trained a DFSMN based baseline system, using spliced acoustic-spatial features as the input.

3.3. Results and Discussions

Table 2 shows the detailed experimental results for various systems. We report the overall classification accuracy (overlapping and non-overlapping) and the F-score of the overlapping detection on the evaluation set. Comparison of different features with DFSMN model for OSD shown that the raw acoustic feature achieve the best performance. The purpose of speech enhancement is to extract the target speaker, which has an inhibitory effect on the rest of the speakers. As a result, it is not suitable for OSD task. The individual spatial spectrum features are not robust to background noise. Since the overlap is not present in the whole segment, using attention pooling can get better results than mean pooling. Figure 5 is the visualization of spectrogram, spatial spectrum and attention coefficients for a segment in evaluation set. It demonstrates that the attention pooling learns to pay more attention to overlap region in the speech segment.

For the proposed two-stream DFSMN based OSD system, it achieve an 89.12% classification accuracy. Compared with splicing acoustic and spatial features and then using DFSMN for modeling, using two-stream DFSMN can significantly improve the performance. Moreover, the experimental results also show the effectiveness of combining acoustic and spatial features for OSD.

4. Conclusions

In this paper we propose an overlapping speech detection system for real multiparty meeting. We focus on the segment-level OSD problem and come up with an attention pooling method to transform varied length speech segments into fixed-size vector representation. Moreover, we explore the combination of acoustic features and spatial features obtained from array signal processing for OSD. We come up with a two-stream DFSMN to jointly model acoustic-spatial features and experimental results show remarkable performance improvement. Our work is only a preliminary exploration of the benefit of array signal processing technology to OSD problems. How to make better use of the information provided by signal processing is worthy of further exploration.
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