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\textbf{Abstract}

This paper describes the ID R&D team submission to the Spoofing Aware Speaker Verification (SASV) challenge. Firstly, we present an approach that utilizes automatic speaker verification (ASV) system together with countermeasures (CM) subsystem in a single computational graph, called an anti-spoofing subnetwork. Subnetwork is a small network operating on feature maps from larger parent network, in this case trained for a speaker verification task. While requiring a small number of additionally trained parameters, subnetwork approach showed great performance in spoofing attacks detection task. Secondly, we cover training strategies for independently trained ASV and CM systems. In addition, we present a SASV-EER optimization approach using a fusion of multiple systems outputs and quality measurement functions (QMFs). Our best fusion achieves 0.136\% EER on SASV-2022 evaluation set, while the smallest single-model system with 11.6M parameters achieves 0.223\% EER.
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\section{1. Introduction}

Real-life applications of Automatic Speaker Verification (ASV) systems usually require a spoofing detection system operating over the same input audio. There are multiple types of spoofing attacks on a speech signal. One of them is a replay of a recorded target speaker’s speech, called a replay attack or Physical Access (PA). The other type of attack implies the Text-to-speech engine or voice conversion system to synthesize the speech of a target speaker, called a synthesized attack or Logical Access (LA). A final type of spoofing attack involves the mimic of a target speaker’s voice and is called impersonation. While impersonation-like attacks might be rejected by a high-quality ASV system, PA and LA attacks require distinct algorithms trained for anti-spoofing task specifically.

There were organized multiple challenges targeting detection of a spoofed speech: \cite{1, 2, 3, 4}, however all of them are focused on spoofing detection task only, and not on the combination of speaker verification with spoofing detection task. SASV challenge aims to close this gap: it suggests participants to develop Automatic Speaker Verification (ASV) systems that can reject impostor access attempts while being robust against spoofing attacks at the same time. Participants are required to build a framework optimising the ASV systems operating in tandem with countermeasures (CM) systems.

In order to develop an integrated SASV solution researchers are encouraged to investigate the possibilities to train a single-model system operating with spoofing and verification embeddings and scores, or trained in a multi-task end-to-end fashion combining ASV and CM losses to minimize the SASV EER.

In Section 2 of a paper we present the models’ architectures, used loss function and input features hyper-parameters. Section 3 gives an overview of datasets used, training data augmentations and models’ training stages. We also present our fusion scheme and used Quality Measurement Functions (QMFs) in this section. Sections 4 and 5 contain Results and Conclusions respectively.

\section{2. System Setup}

\subsection{2.1. Input features}

We extract 80-dimensional Mel filter bank log-energies with a 25 ms frame length and 10 ms step with an FFT size of 512 over the 20-7600 Hz frequency limits. After feature extraction, we subtract the mean along the time axis. To test models, we used 8-second input segments.

\subsection{2.2. Architectures}

Both models in our submission are based on the residual neural network \cite{5} architecture. Deep ResNets have made a breakthrough in image classification task and have recently been efficiently applied to the speaker recognition task \cite{6, 7}. As a baseline we used ResNet-34 architecture from \cite{7}. Since the deeper models usually show performance improvements provided enough training data, we applied some modifications to the baseline ResNet-34. In particular, we have run a series of experiments and optimised a number of residual blocks and a number of filters in each residual block to increase the capacity of architectures. As a result, two modifications of the ResNet-34 model with 48 and 100 hidden layers were used.

Both detailed architectures are shown in the Table 1 and corresponding verification testing results on VoxCeleb1-test are presented in the Table 2, where $C_{\text{fa}}$ and $C_{\text{miss}}$ equals to 1, and $P_{\text{target}}$ equals to 0.01 for MinDCF metric.

\subsection{2.3. Subnetwork Approach}

Our headliner in SASV-2022 Challenge is a subnetwork. Subnetwork is a novel technique for training neural network models for downstream tasks. The method is similar to a transfer learning approach, however subnetwork is mainly suitable for training the subtask models related to general task. In our approach, we firstly trained a backbone for the main speaker verification task. Further, we trained a small model on top of the frozen verification backbone as a second classification head to solve the anti-spoofing problem. Unlike transfer learning methods, our approach is far ahead in terms of accuracy and size. In addition it also preserves the backbone embedding for dealing with the main speaker verification task. The subnetwork itself is a small neural network that leverages the performance of the main backbone: it utilizes multiple verification ResNet backbone layers’ outputs by using the low- and high-level features that appear to be good speech representations when processed all together.
Table 1: Models architectures

<table>
<thead>
<tr>
<th>Layer name</th>
<th>Output (C x F x T)</th>
<th>ResNet48</th>
<th>ResNet100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv2D</td>
<td>C x 80 x T</td>
<td>96, 3x3, stride=1</td>
<td>128, 3x3, stride=1</td>
</tr>
<tr>
<td>ResBlock-1</td>
<td>C x 80 x T</td>
<td>[3 x 3, 96] x 6</td>
<td>[3 x 3, 128] x 6</td>
</tr>
<tr>
<td>ResBlock-2</td>
<td>C x 40 x T/2</td>
<td>[3 x 3, 128] x 8</td>
<td>[3 x 3, 128] x 16</td>
</tr>
<tr>
<td>ResBlock-3</td>
<td>C x 20 x T/4</td>
<td>[3 x 3, 160] x 6</td>
<td>[3 x 3, 256] x 24</td>
</tr>
<tr>
<td>ResBlock-4</td>
<td>C x 10 x T/8</td>
<td>[3 x 3, 256] x 3</td>
<td>[3 x 3, 256] x 3</td>
</tr>
<tr>
<td>Flatten</td>
<td></td>
<td>2560 x T/8</td>
<td>—</td>
</tr>
<tr>
<td>Pooling</td>
<td></td>
<td>5120</td>
<td>StatsPooling</td>
</tr>
<tr>
<td>Dense</td>
<td></td>
<td>256</td>
<td>—</td>
</tr>
<tr>
<td>AM-Softmax</td>
<td></td>
<td>Num. of speakers</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 2: Results on VoxCeleb1-O Standard protocol

<table>
<thead>
<tr>
<th>Model</th>
<th>EER [%]</th>
<th>MinDCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet48</td>
<td>1.09</td>
<td>0.102</td>
</tr>
<tr>
<td>ResNet100</td>
<td>0.90</td>
<td>0.069</td>
</tr>
</tbody>
</table>

Table 3: Results on ASVspoof 2019 LA protocol

<table>
<thead>
<tr>
<th>Model</th>
<th>EER [%]</th>
<th>MinDCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>AASIST [8]</td>
<td>0.83</td>
<td>0.0275</td>
</tr>
<tr>
<td>r48-cm-cls</td>
<td>0.53</td>
<td>0.0156</td>
</tr>
</tbody>
</table>

The architecture of a proposed subnetwork is similar to the one described in [9]. Detailed subnetwork scheme for ResNet48 is shown on Figure 1. We downsample outputs of first convolutional layer and outputs of all four consequent stages of a ResNet backbone using the point-wise convolutions followed by the BatchNorm layer and ReLU activation. We then process each of downsampled feature maps by concatenating them along the channels axis to a current subnetwork’s feature map. After that, we apply a Depthwise separable 2D convolution with a 3x3 kernel, BatchNorm, ReLU and MaxPool layers to fit the spatial dimensions of tensor, matching the height and width of the next downsampled feature map of a backbone. The proposed approach allows to obtain a compact neural network with a total of 600K trainable subnetwork parameters only. In Table 3 we present ASVspoof 2019 LA testing results for ResNet48 anti-spoofing subnetwork, where min t-DCF metric was calculated similarly to [8].

2.4. Loss function

To train the models for the SASV-2022 Challenge we used an Additive Margin Softmax (AM-Softmax) loss [10]. It has proved to be effective in the face recognition task and has been successfully applied to a speaker recognition task as well. This loss function reduces an interclass variance with the help of margin penalty, which is applied to the target class logit. We used the scale parameter of AM-Softmax equal to 40, and the maximum value of margin was set to 0.3 according to [7].

3. Experiments

3.1. Datasets

For speaker recognition (ASV) systems training the VoxCeleb2-dev (5994 speakers) dataset [11] was used, and a training subset of ASVspoof 2019 Logical Access (LA) [3] dataset was used for voice anti-spoofing (CM) systems training. To evaluate the systems’ performance the eval subset of ASVspoof 2019 LA dataset was used. Besides, a dev subset of ASVspoof 2019 LA was used for development purposes, such as best training epoch weights selection for anti-spoofing models and an optimization of linear fusion weights for combined SASV system.

3.2. Data augmentation

To augment the verification training data we used the MUSAN corpus [12] and a real room impulse responses (RIRs) database [13]. We applied various on-the-fly augmentations during the training process. For each training utterance we utilized 6 different augmentation strategies:

- **Music**: A single music file was randomly selected from MUSAN and added to the original audio (5-15dB SNR).
- **Noise**: Randomly selected noise from MUSAN was added to the original recording (0-15dB SNR).
- **Speech**: Three to seven speakers were randomly picked, summed together, and then added to the original signal (13-20dB SNR).
- **Reverb**: Artificially reverberated a signal via convolution with real RIRs.
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3.3. Implementation details

All the described models were trained using TensorFlow 2 framework [15] and SGD optimizer with momentum (set to 0.9). To train verification backbones faster, we used Google Cloud TPUs, while anti-spoofing subnetwork was trained on a single NVIDIA RTX2080Ti GPU. We used the following two-stages scheme to train the models.

3.3.1. Verification backbone

We trained speaker recognition models for 50 epochs, where each epoch consists of 5000 steps, with a batch size of 256. To form a batch, we sampled 256 unique speakers and took a single utterance for each of them. We randomly cropped a 2-second audio segment from each utterance in the training batch. During the training we updated the learning rate and a margin of AM-Softmax loss function. Learning rate was linearly increased from minimum (1e-4) to maximum value (0.1), while margin was kept zero for the first 3 epochs. We then fixed learning rate at the maximum value and linearly increased the value of margin from zero to it’s maximum value (0.3) for the following 10 epochs. For the rest of training, we fixed the margin of AM-Softmax loss and applied an exponential decay to the learning rate every 4 epochs with a rate of 0.5. We also applied L2-norm regularization of 1e-3 for all the model’s weights in order to prevent an overfitting.

3.3.2. Anti-spoofing subnetwork

In the second stage, we froze the verification backbone and trained an anti-spoofing subnetwork on top of it’s features using the AM-Softmax loss function. We trained the subnetwork for 50 epochs, 2000 steps each, with a batch size of 32. To form a batch, we randomly sampled 16 speakers and took a pair of utterances (bonafide and spoof) for each of them. The size of input was extended to 4 seconds while training, and no augmentations were applied to the training data. Cosine decay learning rate scheduling [16] was used with the following parameters: the initial learning rate is 0.1, the minimum learning rate is 1e-4 and the length of decaying cycle is 5 epochs. Scheduling of AM-Softmax margin is similar to the backbone training. For the first two epochs it equals to zero, then it was linearly increased during the next three epochs, and finally it was fixed to it’s maximum value of 0.3 for the rest of training. We also applied L2-norm regularization of 1e-3 for all the model’s weights except the AM-Softmax head, for which we increased the regularization value to 1e-4.

3.4. Fusion description

The output of our integrated SASV system includes fusion of cosine similarity scoring of backbone and anti-spoofing subnetwork embeddings, and an anti-spoofing subnetwork spoofing probability output score as follows:

1. ASV cosine similarity score between mean enrollment model backbone embedding and a verification file backbone embedding
2. CM cosine similarity score between mean enrollment model anti-spoofing subnetwork embedding and a verification file anti-spoofing subnetwork embedding
3. CM spoof probability of a verification file from the 2-class head of anti-spoofing subnetwork
4. Same as 1 with additionally applied ASNorm backend

ASNorm cohort included 1200 random files from ASVSpoof 2019 LA train set with a top N = 300 trials used to estimate mean and std of scores distribution for normalization.
Table 4: SV, SPF and SASV protocols EER (%) for the SASV 2022 development and evaluation partitions

<table>
<thead>
<tr>
<th>Group</th>
<th>Name</th>
<th>Description</th>
<th>SV-EER [%]</th>
<th>SPF-EER [%]</th>
<th>SASV-EER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Dev</td>
<td>Eval</td>
<td>Dev</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>17.38</td>
<td>23.83</td>
<td>15.85</td>
</tr>
<tr>
<td>ASV</td>
<td>r48-av</td>
<td>ResNet48 ASV cosine score ($E$ vs $V$)</td>
<td>0.000</td>
<td>0.151</td>
<td>15.230</td>
</tr>
<tr>
<td></td>
<td>r100-av</td>
<td>ResNet100 ASV cosine score ($E$ vs $V$)</td>
<td>0.051</td>
<td>0.111</td>
<td>14.676</td>
</tr>
<tr>
<td></td>
<td>r48-cm</td>
<td>ResNet48 CM cosine score ($E$ vs $V$)</td>
<td>49.265</td>
<td>48.394</td>
<td>0.067</td>
</tr>
<tr>
<td></td>
<td>r48-cm-cls</td>
<td>ResNet48 CM classification score ($E$ and $V$)</td>
<td>36.124</td>
<td>50.045</td>
<td>0.135</td>
</tr>
<tr>
<td>Single</td>
<td>SF1</td>
<td>r48-av + r48-cm</td>
<td>0.205</td>
<td>0.522</td>
<td>0.146</td>
</tr>
<tr>
<td>Model</td>
<td>SF2</td>
<td>+ r48-cm-cls</td>
<td>0.068</td>
<td>0.377</td>
<td>0.067</td>
</tr>
<tr>
<td>System</td>
<td>SF3</td>
<td>+ + ResNet48 ASV ASNorm score ($E$ vs $V$)</td>
<td>0.077</td>
<td>0.275</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td>SF4</td>
<td>+ + + QMF: ResNet48 CM class. score ($E$)</td>
<td>0.068</td>
<td>0.238</td>
<td>0.067</td>
</tr>
<tr>
<td></td>
<td>SF5</td>
<td>+ + + + QMFs: speech lengths ($E$ and $V$)</td>
<td>0.068</td>
<td>0.186</td>
<td>0.067</td>
</tr>
<tr>
<td>Models</td>
<td>F1</td>
<td>F2 + r100-av</td>
<td>0.068</td>
<td>0.279</td>
<td>0.072</td>
</tr>
<tr>
<td></td>
<td>F3</td>
<td>+ AASIST-cm</td>
<td>0.128</td>
<td>0.261</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>F4</td>
<td>+ ASNorm for ResNet48 and ResNet100</td>
<td>0.137</td>
<td>0.258</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>F5</td>
<td>+ + + QMF: ResNet48 CM class. score ($E$)</td>
<td>0.009</td>
<td>0.150</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>F6</td>
<td>+ + + QMFs: speech lengths ($E$ and $V$)</td>
<td>0.000</td>
<td>0.105</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Figure 2: Histogram of Fusion scores

3.4.1. Quality Measurement Functions

To further improve the target metrics, QMF [9] correcting terms were used in addition to ASV and CM scores to shift each trial. The following factors were used in a final submission:

- **Enrollment model speech length** - sum of speech lengths across all enrollment files in a model:
  \[ \Delta = -\sum_{i=1}^{E} L(E_i)/200, \]
  where \( L(x) \) - speech length in seconds, \( E \) - enrollment model, \( E_i \) - enrollment utterance. File speech length was extracted using a simple energy-based VAD from Kaldi toolkit [18].

- **Verification file speech length**: \( \Delta = -L(V)/10, \)
  where \( L(V) \) - speech length of a verification utterance.

- **Enrollment model inverted CM score** - mean value of inverted sign CM system output for all enrollment files in a model:
  \[ \Delta = -\sum_{i=1}^{E} CM(E_i)/|E|, \]
  where \( CM(x) \) - CM spoof probability. This factor is considered as a feature describing the mean quality of enrollment model.

3.4.2. Fusion scheme

The SASV system output is a linear fusion of ASV and CM scores and QMF factors for enrollment and verification files. The optimal weights are estimated using COBYLA toolkit [19] minimizing the EER metric on SASV development set.

3.5. Evaluation

Evaluation of systems’ performance is done using Equal Error Rate (EER) metric, corresponding to the operating point of equal False Acceptance and False Rejection error rates.

4. Results

The testing results on SASV dev and eval data are presented in the Table 4. It reflects our ASV backbones and CM anti-spoofing subnetworks quality for ResNet48 and ResNet100 models. From this table we can see how our single-model system SASV-EER was improved by using a fusion of ASV and CM embedding-based scores (SF1). Moreover, extending such fusion with CM spoof probability scores and various QMFs (SF5) leads us to a significant 3% SASV-EER reduction on eval subset. Finally, the SF5 system consists of ResNet48 model only with QMFs in fusion and reaches 0.223% SASV-EER on eval set, while being relatively compact and fast.

In a similar to the single-model system fashion we have built an ensemble system containing both ResNet48 and ResNet100 models together with an open-sourced AASIST [8] CM scores. By exploiting the previously showed fusion improvement strategy with various QMFs we were able to achieve the final metric of 0.136% SASV-EER on a challenge evaluation set with our ensemble submission. Histogram of scores for our final system is presented on the Figure 2.

5. Conclusions

In our paper we presented a subnetwork approach that combines verification and anti-spoofing models in a single computational graph and shows good results for both SV and SPF protocols independently. Additionally, we proposed a novel scoring strategy for SASV protocols, which includes the usage of embedding-based similarity scores and anti-spoofing classification head output spoof probability. Furthermore, we have found out that the usage of QMF factors could be very profitable, especially if applied to both enrollment and verification utterances.
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