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Abstract

This study proposes a novel speaker embedding extractor architecture that effectively combines convolutional neural networks (CNNs) and Transformers. Based on the recently proposed CNNs-meet-vision-Transformers (CMT) architecture, we propose two strategies for efficient speaker embedding extraction modeling. First, we apply broadcast residual learning techniques to the building blocks of the CMT, allowing us to extract frequency-aware temporal features shared across frequency dimensions with a reduced set of parameters. Second, frequency-statistics-dependent attentive pooling is proposed to aggregate attentive temporal statistics acquired from the means and standard deviations of input feature maps weighted along the frequency axis using an attention mechanism. The experimental results on the VoxCeleb-1 dataset show that the proposed model outperforms several CNN- and Transformer-based models with a similar number of model parameters. Moreover, the effectiveness of the proposed modifications to the CMT architecture is validated through ablation studies.

Index Terms: Text-independent speaker verification, Transformer, hybrid deep neural network, attentive statistics pooling

1. Introduction

Modern text-independent speaker verification (TI-SV) systems typically employ a speaker embedding extractor that can encode speaker-discriminative features from a variable-duration utterance. With the emergence of deep learning, various speaker embedding extractors have been proposed, including time-delay neural networks (TDNNs), represented by X-vectors [1], and ResNet-based models [2]. To further enhance the feature extraction ability of convolutional neural networks (CNNs), densely connected convolution [3] layers and the Res2Net [4] architecture were adopted in [5] and [6], respectively, to improve the TDNN model. Recently, to enhance its capability in extracting global features, attempts have been made to integrate the Transformer [7] architecture into a speaker embedding extractor [8, 9]. In addition to the feature extractor architecture, the temporal pooling mechanism, which transforms a variable-duration feature sequence into a fixed-dimensional speaker embedding, has evolved from simple statistics pooling [1] to attentive [10, 11] and channel-dependent [6] versions.

In a computer vision field, several studies have combined CNNs and Transformers to process 2D images [12–14]. In particular, CNNs-meet-vision-Transformers (CMT) [14] is a hybrid architecture designed to capture local features using CNNs and long-range dependencies using Transformer. The CMT comprises a stack of several network blocks; each of which contains a local perception unit (LPU), a lightweight multi-head self-attention (LMHSA) module, and an inverted residual feed-forward network (IRFFN) module [14]. These modules achieve more efficient computations than the Transformers.

In this study, we introduce a CMT-based speaker embedding extractor with an improved structure. Inspired by broadcasted residual learning (BRL) [15], we first propose broadcasting (BC)-CMT, which substitutes the 2D convolution in CMT modules with two separated convolution layers. Each of these layers operates frequency- or temporal-wise to extract dimension-wise local features with fewer model parameters. We also propose frequency-statistics-dependent attentive statistics pooling (FS-ASP) to leverage statistical information in the frequency dimension. The FS-ASP utilizes attention mechanisms in a cascade manner along the frequency and time axes of an input feature map. The proposed methods are evaluated and compared with other models on the VoxCeleb-TI-SV benchmark [16, 17].

2. CMT architecture

2.1. CMT block

As described briefly in Section 1, a CMT block is modularized with a cascade of LPUs, LMHSAs, and IRFFNs to alternately capture local and global structural information. The LPU comprises a depthwise convolution with a residual connection and extracts local information from an input feature map.

$$\text{LPU}(X) = \text{DWConv}(X) + X,$$

where $X \in \mathbb{R}^{S \times C}$ denotes an input feature map of size $S$ and number of channels $C$. Also, $\text{DWConv}(\cdot)$ denotes the depthwise convolution.

The LMHSA is a lightweight version of the MHSA [7], which is designed to perform the MHSA with fewer computations. In [7], an input feature map is linearly transformed into a query $Q \in \mathbb{R}^{S \times C_k}$, key $K \in \mathbb{R}^{S \times C_k}$, and value $V \in \mathbb{R}^{S \times C_v}$. In comparison, the LMHSA substitutes linear transformations with $k \times k$ depthwise convolutions with a stride size of $k$ [14]. It decreases the spatial size of the feature map, and thus, the number of computations required for the MHSA.

$$\text{LMHSA}(Q, K, V) = \text{Softmax}(\frac{QK^T}{\sqrt{K}} + B)V,$$

where $B \in \mathbb{R}^{S \times \hat{d}_k}$ is a learnable parameter, referred to as the relative position bias, and interacts with $Q$ and $K$ [14].

The IRFFN substitutes two dense layers of the feed-forward network module of the original Transformer [7] with three convolutions with different roles. The first pointwise convolution expands the channel size of a feature map by a factor of $R$, which is followed by depthwise convolution with kernel sizes of $3 \times 3$ to capture local information in the high-dimensional feature space [14]; this only adds negligible amounts of computations. Subsequently, a second pointwise convolution is applied to reduce the channel size by $\frac{1}{R}$ such that

$$\text{IRFFN}(X) = \text{PWConv}(f(\text{GELU}(\text{PWConv}(X)))),$$
\[ f(X) = \text{GELU}(\text{DWConv}(X) + X), \]

where \( \text{PWConv}(\cdot) \) and \( \text{GELU}(\cdot) \) denote the pointwise convolution and GELU activation [18], respectively. Note that batch normalization [19] is applied after every activation and final convolution.

### 2.2. CMT-based speaker embedding extractor

Fig. 1(a) shows the proposed CMT-based speaker embedding extractor comprising a stem, stages, a pooling layer, and a speaker classifier. The stem is constructed with three convolutions to extract fine-grained features, and the stages are designed with \( N \) CMT blocks with the same topology. The first layer of each stage scales down the input feature map using \( 3 \times 3 \) depthwise convolutions to extract multi-scale features, which is followed by a stack of CMT blocks. To handle variable-duration sequences of input features, the relative position bias, \( B \in \mathbb{R}^{T \times T} \), in Eq. (2) is broadcast along the time frame dimension \( T \) of an input feature map. The number of CMT blocks and the downsampling of the feature map sizes are set with reference to the ResNet-based speaker embedding extractor [2], to perform a speaker classification task. Section 4 details the proposed architecture. The output feature map of each stage (Fig. 1(a)) is used to compute speaker embedding via a pooling layer, followed by a dense layer. The output layer is another dense layer that predicts the speaker posteriors of training speakers.

### 3. Proposed BC-CMT block and FS-ASP

#### 3.1. CMT block with BRL

This section discusses BRL [15] and the structure of the proposed BC-CMT block, including BC-LMHSA and BC-IRFFN. In general, deep residual learning can be expressed as the sum of a shortcut and the output of a convolution, which are usually in the same dimension. In comparison, BRL was proposed to extract frequency and temporal features separately with different shapes of convolutions that operate in different dimensions [15]. Specifically, BRL decomposes a 2D frequency \times 1D temporal convolution with kernel sizes of \( l \times 1 \) into a 1D temporal convolution and 2D frequency-wise convolution with kernel sizes of \( l \times 1 \), respectively [15].

\[
\text{BRL}(X) = \text{BC}(T(\text{AVGpool}(F(X)))) + X + F(X) \tag{5}
\]

where \( T(\cdot) \), \( F(\cdot) \), \( \text{AVGpool}(\cdot) \), and \( \text{BC}(\cdot) \) denote temporal, frequency, average, and BC operations, respectively. Because the temporal convolution proceeds after the cascade of a frequency-wise convolution and an average pooling (across the frequency axis), it produces frequency-aware temporal features. The BC operation broadcasts a 1D temporal feature map along the frequency dimension prior to the shortcut connection. Batch normalization with nonlinear activation and sub-spectral normalization [20] are applied after the temporal and frequency-wise convolution, respectively. In addition, an auxiliary residual connection with a frequency-wise convolution can be used to achieve frequency awareness [15]. To summarize, BRL squeezes the frequency information of a feature map, calibrates it with a temporal convolution, and broadcasts it along the frequency axis with a residual connection. Note that BRL operates with fewer parameters than deep residual learning with typical 2D convolution layers.

The BC-LMHSA is designed to exploit both BRL and LMHSA, thus alternately capturing frequency-aware temporal features with long-range dependencies. Specifically, Fig. 1(b) shows that the linear operation for \( Q \) in [14] is substituted with convolution operations through BRL. Additionally, a frequency-wise and temporal group convolution with kernel sizes of \( l \times 1 \), and \( l \times l \), respectively, are used, where \( l \) is set to be similar to the reduction rate \( k \) in LMHSA. Moreover, because the size of an input feature map \( X \in \mathbb{R}^{F \times T \times C} \) is typically different from that of \( Q \in \mathbb{R}^{F \times T \times (H \times C)} \), only the auxiliary residual connection is used.

\[
Q(X) = \text{BC}(T_{g}(\text{AVGpool}(F_{g}(X)))) + F_{g}(X), \tag{6}
\]

where \( F_{g} \) and \( T_{g} \) denote the frequency-wise and temporal group convolutions, respectively. The linear operations for \( K \) and \( V \) in [14] are replaced with \( l \times 1 \) group convolutions to make the LMHSA lighter than original CMT. Note that nonlinearity is not applied for computing \( Q, K, \) and \( V \). The self-attention in the BC-LMHSA operates as described in Eq. (2).
Table 1: Architectures of proposed BC-CMT-based speaker embedding extractors. Options for BC-CMT blocks are shown in brackets with numbers of blocks stacked, N, H, k, and l denote number of attention heads, reduction rate, and kernel size of group convolution in BC-LMHSA, respectively. T denotes duration of input feature map.

<table>
<thead>
<tr>
<th>Output size</th>
<th>Name</th>
<th>BC-CMT-Tiny</th>
<th>BC-CMT-Small</th>
<th>BC-CMT-Base</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage 1</td>
<td>DW Conv.</td>
<td>[3 × 3, 8, stride 1]</td>
<td>[3 × 3, 16, stride 1]</td>
<td>[3 × 3, 32, stride 1]</td>
</tr>
<tr>
<td>80 × T</td>
<td>LPU</td>
<td>[3 × 3, 8, H = 1, k = 8, l = 9]</td>
<td>[3 × 3, 16, H = 1, k = 8, l = 9]</td>
<td>[3 × 3, 32, H = 1, k = 8, l = 9]</td>
</tr>
<tr>
<td>Stage 2</td>
<td>DW Conv.</td>
<td>[3 × 3, 16, stride 2]</td>
<td>[3 × 3, 32, stride 2]</td>
<td>[3 × 3, 64, stride 2]</td>
</tr>
<tr>
<td>40 × T</td>
<td>LPU</td>
<td>[3 × 3, 16, H = 1, k = 4, l = 5]</td>
<td>[3 × 3, 32, H = 2, k = 4, l = 5]</td>
<td>[3 × 3, 64, H = 2, k = 4, l = 5]</td>
</tr>
<tr>
<td>Stage 3</td>
<td>DW Conv.</td>
<td>[3 × 3, 32, stride 2]</td>
<td>[3 × 3, 64, stride 2]</td>
<td>[3 × 3, 128, stride 2]</td>
</tr>
<tr>
<td>20 × T</td>
<td>LPU</td>
<td>[3 × 3, 32, H = 4, k = 2, l = 3]</td>
<td>[3 × 3, 64, H = 4, k = 2, l = 3]</td>
<td>[3 × 3, 128, H = 4, k = 2, l = 3]</td>
</tr>
<tr>
<td>Stage 4</td>
<td>DW Conv.</td>
<td>[3 × 3, 64, stride 2]</td>
<td>[3 × 3, 128, stride 2]</td>
<td>[3 × 3, 256, stride 2]</td>
</tr>
<tr>
<td>10 × T</td>
<td>LPU</td>
<td>[3 × 3, 64, H = 8, k = 1, l = 1]</td>
<td>[3 × 3, 128, H = 8, k = 1, l = 1]</td>
<td>[3 × 3, 256, H = 8, k = 1, l = 1]</td>
</tr>
<tr>
<td>1 × 1</td>
<td>Embedding</td>
<td>480 × 128</td>
<td>960 × 512</td>
<td>1920 × 512</td>
</tr>
</tbody>
</table>

Fig. 1(c) demonstrates that the BC-IRFFN applies BRL to efficiently reduce the number of parameters of a depthwise convolution, and operates in the expanded channel dimension \( RC \). The residual connection of the original IRFFN in Eq. (3) is substituted with two separate convolutions and two shortcuts.

\[
f(X) = \text{GELU}(BC(T_{dw}(\text{AVGpool}(SSN(F_{dw}(X)))))) + \text{SSN}(F_{dw}(X)) + X,
\]

where \( F_{dw}() \) and \( T_{dw}() \) denote the frequency-wise and temporal depthwise convolutions with kernel sizes of \( 3 \times 1 \) and \( 3 \), respectively. Also, \( \text{SSN}(\cdot) \) denotes subspectral normalization [20].

### 3.2. FS-ASP with multi-stage pooling aggregation (MSPA)

The BC-CMT architecture broadcasts the frequency-aware temporal feature across the frequency axis on a block-by-block basis. To effectively capture the speaker information available in the frequency dimension, we propose the FS-ASP, which performs channel-dependent ASP [6] across both the frequency and temporal dimensions. Specifically, an attention mechanism is applied across the frequency axis at every time step to compute the frequency-wise attention scores as follows:

\[
\alpha_{f,t,c} = \frac{\exp(\text{MLP}_{c}(X_{f,t}))}{\sum_{c} \exp(\text{MLP}_{c}(X_{f,t,c}))},
\]

where \( X_{f,t} \in \mathbb{R}^{C} \) denotes an input feature map sliced at the \( f \)-th frequency element and \( t \)-th frame, and \( C \) denotes the number of channels. In addition, \( \text{MLP}_{c}(\cdot) \) denotes a multilayer perceptron, comprising two dense layers [6] and a nonlinearity between them. Score \( \alpha_{f,t,c} \) represents the importance of each frequency element given channel \( c \) at the time step \( t \). The channel-dependent weighted mean and standard deviation are then estimated for each time step \( t \) as follows:

\[
\bar{\mu}_{t,c} = \frac{1}{F} \sum_{f} \alpha_{f,t,c} X_{f,t,c}, \quad \bar{s}_{t,c} = \sqrt{\frac{1}{F} \sum_{f} \alpha_{f,t,c} (X_{f,t,c} - \bar{\mu}_{t,c})^2}
\]

Subsequently, for each of these statistics, temporal attention scores are computed across the temporal axis, which are employed to produce temporally weighted mean and standard deviations. Consequently, four vectors in \( \mathbb{R}^{C} \) are obtained and concatenated into a single vector.

We employ an MSPA [21], which concatenates the outputs of stage-dependent pooling operations, to extract statistical features at different resolutions and depths.

### 4. Experimental setup

#### 4.1. Implementation

The input acoustic features were 2.5 s random crops of 80-dimensional log mel-filterbank energies, which were extracted with a 25 ms window and 10 ms shift; voice activity detection was not applied. The details of the architecture are listed in Table 1; three versions of the BC-CMT with different sizes were proposed. The model sizes of the BC-CMT-Base and BC-CMT-Small were determined by modifying the number of stacked blocks in convolution channel dimensions. Both models had 512D embeddings. In comparison, the BC-CMT-Tiny was designed as a lightweight model with an embedding size of 128. For the BC-LMHSA, the number of convolution groups and \( C_{L} \) were set as depthwise convolution for all models. The expansion ratio \( R \) of the BC-IRFFN was set to 4.0 for the BC-CMT-Base and 3.6 for the BC-CMT-Tiny and BC-CMT-Small. AAM-softmax [22] with a margin of 0.22 and scale of 35 was adopted to train all systems, and the Adam optimizer [23] with a mini-batch size of 60 was used. The learning rate was initially set to 0.001, and decayed by half when the validation loss plateaued three times. To prevent overfitting, \( l_{2} \)-regularization was applied to all the weights with a scaling factor of 5e-4.

#### 4.2. Dataset and evaluation protocol

The proposed models were trained and evaluated using the VoxCeleb corpus. The development part of the VoxCeleb-2 dataset with 5,994 speakers was used for training. Two additional samples were generated for each utterance via speed perturbation with factors of 0.9 and 1.1 for data augmentation purposes. From 1,500 speakers, 6,000 utterances were randomly selected from the training set for the validation process. The models were evaluated using the trial sets of the cleaned VoxCeleb-1 dataset, and speaker-wise adaptive score normalization [6, 27]
achieved lower EER and minDCF scores than the ECAPA-TDNN \([6]\) with an embedding size of 1,024, and outperformed the Fast-ResNet-34 \([26]\) and SAEP \([8]\), respectively. The top 1,000 imposter selections were applied after cosine similarity scoring. The results were evaluated in terms of the equal error rate (EER) and minimum detection cost function \(\text{(minDCF)}\) with target probabilities of 0.01 and 0.05.

### 5. Results and analysis

Tables 2 and 3 summarize the performance of the proposed models, and compare them with state-of-the-art models in the VoxCeleb-1 trials. When comparing models with similar sizes, the proposed BC-CMT-Tiny model moderately outperformed the Julien et al. \([24]\) and ECAPA-TDNNLite \([25]\); the latter two are lightweight versions of the QuartzNet \([28]\) and ECAPA-TDNN, respectively. Although the ECAPA-TDNNLite was trained under the supervision of a large model \([6]\) using a knowledge distillation method, the relative performance improvements in EER were 18.4\% and 12.1\%, respectively. Concurrently, the BC-CMT-Small achieved significant relative improvements of 51.6\% and 80.7\% compared with the Fast-ResNet-34 \([26]\) and SAEP \([8]\), respectively; these models were CNN- and Transformer-based representative speaker embedding extractors, respectively. The BC-CMT-Small also outperformed D-TDNN-SS \([5]\), a densely connected TDNN-based model, achieving relative improvements of 32.3\% in \(\text{minDCF}_{0.01}\) with 54.8\% fewer parameters. Finally, our proposed BC-CMT-Base exhibited overall superior performance compared with the ECAPA-TDNN \([6]\) with an embedding size of 512 and ResNet-34, using a similar number of model parameters. Comparatively, the BC-CMT-Base achieved lower EER and \(\text{minDCF}_{0.01}\) scores than the ECAPA-TDNN \([6]\) with an embedding size of 1,024, and outperformed the S-vector \([9]\) with PLDA scoring \([29]\), which substituted the TDNN structure of the X-vector \([1]\) with the MHSAs of the Transformer \([7]\). In summary, all results suggest that our proposed BC-CMT architecture successfully combined CNNs and Transformer models by adopting CMT \([14]\) and BRL \([15]\), while efficiently maintaining the model sizes.

### 6. Conclusions

We proposed a novel speaker embedding extractor architecture that employs the BRL techniques in the LMPSA and IRFFN modules of CMT. Moreover, we proposed FS-ASP, which is a temporal pooling mechanism that utilizes frequency-axis weighted statistics of input feature maps for speaker embedding. The experimental results suggest that parameter-efficient speaker embedding extractors with improved TI-SV performances can be implemented by adopting the proposed methods.
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