Synthesizing Near Native-accented Speech for a Non-native Speaker by Imitating the Pronunciation and Prosody of a Native Speaker
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Abstract

This paper investigates how to reduce foreign accent in the synthesis of native (L1) speech for a non-native (L2) speaker. We focus on two major aspects of foreign accents: mispronunciations and improper prosody (rhythm, phonemes duration, and pauses). Firstly, to reduce mispronunciations, the mel-spectrograms generated by an L2 text-to-speech (TTS) model are fed to a pre-trained speech recognizer and the mispronunciation information is fed back to the TTS model during back-propagation to help the model learn correct native mel-spectrograms. Secondly, to imitate L1 speech prosody, a recent data augmentation (DA) technique originally proposed for speaking style transfer is applied to transfer L1 speaking style to L2 speakers. The DA technique creates additional L2 speeches when L2 speakers try to imitate L1 speeches. Automatic speech recognition on native-accented speeches synthesized from non-native speakers by the proposed method gives a lower word error rate. The speaker embeddings produced by a pre-trained speaker verifier from the original L2 speakers’ speech and their synthesized speech are highly similar. Finally, subjective MOS scores on the synthesized speech show that they have good quality and reduced accentness.

Index Terms: text-to-speech, neural speech synthesis, accent conversion

1. Introduction

In this paper, we study how to reduce foreign accent in the synthesis of native-accented (L1) English speech for a non-native (L2) English speaker. There are many applications for this: for example, (1) in pronunciation learning of a second language by L2 speakers, the current practice is to have the L2 speakers listen to native speech spoken by a golden L1 speaker and ask them to imitate the pronunciation of the latter. However, it is found that it is pedagogically more effective for L2 learners to train their pronunciation skills from self-imitation [1, 2], which can be made possible if we may synthesize L1 speech from the L2 speaker with the correct L1 pronunciation and prosody. (2) the technique can be used in dubbing a film into another language, as it is highly desirable that an actor’s voice in the dubbed film sounds like his/her original voice though he/she does not speak in the dubbed language (well). In both examples, the speaking script is given. If the script is not given, an L1 speech recognizer can be added as a frontend to first produce the script before the proposed synthesis, and the whole system becomes a foreign accent conversion (FAC) system. The problem is more difficult in many real situations when there are no parallel data between the L1 and L2 speakers, and it is not realistic to collect too many training data from the L2 users.

The goodness of such synthetic L1 speech for L2 speakers can be measured in the following four aspects: (1) quality: is the synthetic speech natural and intelligible? (2) correctness: are the words in the synthetic speech pronounced correctly? (3) voice similarity: does the voice of the synthetic L1 speech sound like the target L2 speaker? (4) accentness: is the accent of the synthetic L1 speech close to the native accent?

Theoretically, the problem may be treated solely as a speech synthesis problem, and it can be solved by training a good L1 text-to-speech (TTS) model, a good L1 vocoder and a perfect speaker encoder so that such TTS system can generate L1 speech from any voices including L2 voices. With the advance of deep learning, high-quality neural TTS models [3, 4] and vocoders [5, 6, 7] are available nowadays. However, a perfect speaker encoder is more elusive. As shown in [8], even with the use of a speaker encoder that is trained with speech data from 18K speakers, the synthetic speech of unseen speakers from a multi-speaker TTS system can only give a speaker similarity score of around 3 (out of a maximum score of 5) in a Mean Opinion Score (MOS) evaluation.

Most related works can be found in the area of FAC instead. In general, FAC systems that use L1 TTS model/vocoder [9] will give better performance in terms of pronunciation correctness and native accentedness, whereas FAC systems that use L2 TTS model [10, 11, 12, 13] usually give better voice similarity for its synthetic speech which, however, retains stronger L2 foreign accent. Moreover, if L2 speech is used as the input [9], the non-native pronunciation errors will be propagated to the output though the problem can be mitigated by training a pronunciation correction model as in [12].

In this work, we propose to solve the problem by building an L2 TTS model by fine-tuning from a well-trained L1 TTS model with a (relatively) small amount of L2 utterances to ensure a good quality of the synthetic L2 speech with a high voice similarity. To reduce foreign accent of the L2 speaker due to non-native prosody, augmented L2 training data are created by imitating L1 training utterances on-the-fly using the technique in [14] which is originally developed for speaking style transfer. Finally, to reduce foreign accent due to mispronunciations, the generated speech is passed to a speech recognizer and the TTS model is trained to reduce the recognition errors as well. All these are done with no parallel data.

2. Related works

Deep learning has been applied successfully to neural speech synthesis (or TTS) [3, 8, 4], voice conversion (VC) [15, 16, 17] and foreign accent conversion (FAC) [10, 9, 11, 12, 13] in recent years to produce high-quality synthetic speech (using a good
neural vocoder [5, 6, 7]). These applications use a sequence-to-sequence model, consisting of an encoder-decoder architecture with an intermediate attention layer to convert a word sequence or speech to mel-spectrograms. Tacotron2 [3] is one of the state-of-the-art TTS models that is also the core component in many VC/FAC models. It can be trained as a multi-speaker TTS model with an independently trained speaker encoder [8] so that theoretically it can synthesize any text to speech for any speaker given his/her embedding obtained from the speaker encoder. However, for unseen speakers, the speaker similarity score of its synthesized speech is still unsatisfactory [8].

FAC is a special case of VC; it takes an L1 or L2 speech as input and tries to convert it to an L1 native speech spoken by the L2 target speaker. For example, [10] proposed to extract speaker-independent phonetic posteriorgrams (PPGs) instead of phonemes from an L1 reference speech input to drive an L2 speaker-dependent Tacotron2 to produce native speech for the target L2 speaker. Since the PPG representation is much longer than the original phoneme or character representation used in Tacotron2, methods using PPG representation need extra work to overcome this mismatch. It was also noticed that the synthesized L2 speech contained mispronunciations and had some wrong intonations. [11] assumed text input for its FAC but its L2-TTS model was trained with both phoneme embeddings and PPGs. Thus, it also trained an L1 acoustic model and an L1 TTS model so that during inference, it would first generate L1 synthesized speech from the input text, from which L1 PPGs were extracted for FAC. It used GMM attention to solve the issue of using long PPG vector in training its TTS model. The system in [9] directly took an L2 speech input for FAC. It extracted the phoneme sequence using an accented speech recognizer, and then used an L1 multi-speaker Tacotron2 to synthesize L2 mel-spectrograms by conditioning on the L2 target speaker’s embedding given by an independently trained speaker encoder. Though it gave better quality of L2 synthesized speech, it found that the speaker similarity was not satisfactory probably because the speaker encoder was not trained well enough, and it did not deal with mispronounced words in the L2 input speech. [12], like [9] directly converted an L2 speaker’s speech to its L1 native-accented speech with an L2 synthesizer but added a pronunciation correction model to correct the mispronounced words in the input. Finally, the recent Accentron [13] claimed to get very good FAC results from both seen or unseen speakers by using bottleneck features extracted from a large speaker-independent acoustic model as the linguistic representation, a separately trained accent encoder and speaker encoder from large amount of data, and a multi-speaker TTS model.

3. Proposed model

In this paper, we design an accent-reduced TTS model to reduce accent in the synthesized L1 speech for a target L2 speaker due to mispronunciations and wrong prosody (such as wrong rhythm, phonemes and pauses durations, stress and intonation). The proposed model in the training phase is illustrated in Fig. 1. It is modified from the standard Tacotron2 [3] with a simple speaker encoder, and they are jointly trained to minimize the Tacotron loss $L_{\text{loss, tac}}$, which is the sum of the squared errors in predicting the mel-spectrograms and the binary cross entropy in predicting the stop tokens. Tacotron2 is extended with four additional modules to reduce foreign accent:

1. automatic speech recognition (ASR) feedback
2. GST style encoder using audio input
3. TP-GST style predictor from text input
4. L1 speech imitation by L2 speakers via on-the-fly data augmentation

The first ASR module is added to improve output speech quality and reduce mispronunciations, whereas the remaining three additional modules are designed to generate speech with a more native prosody at the utterance and phoneme levels. Note that the first two modules, ASR model and GST style encoder are only used in training and are then discarded during inference.

3.1. ASR model

To reduce mispronunciations from TTS outputs, during TTS training, they are passed to a native ASR model, and the TTS model is trained to minimize the recognized phoneme errors $L_{\text{loss, asr}}$. By minimizing $L_{\text{loss, asr}}$, the TTS model is “forced” to generate “more” native mel-spectrograms from the ASR perspective. Thus, we have

$$X_{\text{seq}} = \text{ASR}(MEL).$$

(1)

where $MEL$ is the synthesized mel-spectrogram and $X_{\text{seq}}$ is the predicted phoneme sequence. Connectionist temporal classification (CTC) [18] is used without a language model to compute the ASR loss as follows:

$$L_{\text{loss, asr}} = \text{CTC}(X_{\text{seq}}, X_{\text{seq}}).$$

(2)

where $X_{\text{seq}}$ is the target phoneme sequence.

The use of an additional ASR module in a TTS system has been studied in [19] to improve unsupervised TTS style transfer, while [20] jointly trained the two models resulting in better performance of both models. Here, we use it for a different purpose: to reduce foreign accent due to L2 pronunciation errors.

3.2. GST style encoder

During training, a speaking style encoder is employed to extract the style embedding from a reference audio, which should capture its prosody at the utterance level. It is implemented using the global style tokens (GST) as in [21], which has been found effective for same-text prosody transfer (pitch and rhythm) between speakers [22, 23, 14].

3.3. TP-GST style predictor

Since during inference, there will be no reference audio but only text input, we train a GST style predictor, called text-predicted GST (TP-GST) [24], to predict from the input text the same GST style embedding extracted by the GST style encoder from its corresponding audio during model training. The TP-GST module in [24] is modified to condition its prediction on whether the input audio is native or non-native speech as our Tacotron2 will be trained with both native and non-native speech. During inference, this TP-GST style predictor will produce the required native style embedding based only on the input text and by setting the condition to native.

3.4. L1 speech imitation by L2 speakers via on-the-fly data augmentation (DA)

Recently, we proposed an on-the-fly DA scheme for speaking style transfer among speakers for TTS without the use of parallel data nor in-domain data [14]. In this paper, we treat native speaking and non-native speaking as two styles, and apply our
DA method to transfer the native prosody to L2 speakers at the finer phoneme level.

During Tacotron2 training, the decoder takes the encoder output and generates the corresponding mel-spectrograms using autoregression with an attention mechanism. A by-product of decoding is the attention alignment matrix, which is usually discarded afterwards. This alignment matrix actually encapsulates the prosody of the training utterance. We make use of the alignment matrix and create augmented data on-the-fly as follows: Suppose there is a training sample \( \{ \text{text}, \text{audio} \}_p \) from an L1 speaker \( p \). We first pass the sample through Tacotron2 as usual, but then we retain its attention alignment matrix \( A_p \). We then ask an L2 speaker \( q \) to imitate L1’s sample by passing the same sample to Tacotron2 but with L2’s speaker embedding, resulting in L2’s alignment matrix \( A_q \). For the augmented imitation data, we introduce the alignment loss \( \text{Loss}_{align} = ||A_p - A_q||^2 \) requiring the two alignment matrices as similar as possible as depicted in Fig. 2. By minimizing the alignment loss, non-native speaker \( q \) will try to imitate the prosody and other speaking characteristics of native speaker \( p \).

The overall training loss function for our TTS model is:

\[
\text{Loss} = \text{Loss}_{tac} + \text{Loss}_{asr} + \text{Loss}_{tpgst} + \text{Loss}_{align}
\]  

where \( \text{Loss}_{tpgst} \) is the TP-GST estimation loss. We will call the sum of \( \text{Loss}_{tac} \) and \( \text{Loss}_{tpgst} \) the TTS loss, \( \text{Loss}_{asr} \) the ASR loss, and \( \text{Loss}_{align} \) the DA loss.

4. Experiments and results

To evaluate our proposed model, one native English speaker was chosen as the “golden speaker”, and all other non-native English speakers have to imitate the golden speaker’s native accent (pronunciation and prosody) to reduce their own accent in speaking English. An L1 TTS model was first built for the golden speaker and then it was adapted in various ways to each individual L2 speaker in the evaluation. Both objective and subjective evaluations were performed to study the effectiveness of our model.

4.1. Data

The female native English speaker in the LJS corpus [25] was chosen as the “golden speaker”; there are ~24 hours of her speech in the corpus. Three non-native speakers from the L2-ARCTIC corpus [26] were selected to imitate the golden speaker: the female Arabic speaker ZHAA, the female Chinese speaker LXC and the male Korean speaker YKWK. Each L2 speaker recorded 1132 utterances, which are equivalent to roughly one hour of data. We used the first 1032 utterances for model training, and selected 25 utterances from the remaining data for testing. The split is the same as in [11]. We compared our synthesized speeches with those from [11] simply because they are publicly available and are reasonably good.

All speech data were sampled or re-sampled at 22.05kHz, and their mel-spectrograms were computed with a FFT size of 1024, a hop length of 12.5 ms and a window size of 50 ms.

4.2. Experimental setup

We used a simplified version of the Deep Speech model [27] as our ASR model, which consisted of layers of linear projections, a Bi-RNN layer, and a final softmax classifier to predict the phoneme sequence of the synthesized speech. It was separately trained using the LJS corpus for 300 epochs, and its weights were then frozen in subsequent training of our TTS system.

The official codebase of Mellotron [23] was modified to implement our proposed TTS model. The dimension of the speaker embeddings was 128, and that of the style embeddings was 256. It was firstly trained with LJS speeches for 150 epochs. The resulting model serves as the pre-trained model to create L2 TTS model for each of the three chosen L2-ARCTIC speakers. The following four adaptation methods were studied with the use of L2 training data:

1. **Fine-tuning (FT)**: fine-tuned for 100 epochs by minimizing only the TTS loss.
2. **FT + ASR**: fine-tuned for 100 epochs by minimizing only the TTS and ASR losses.
3. **FT + DA**: fine-tuned for 40 epochs by minimizing only the TTS loss, and then fine-tuned with the augmented data by minimizing both the TTS and DA losses.
Table 1: Word error rate (WER %) and voice similarity (VS) of the L2 original and synthesized audios.

<table>
<thead>
<tr>
<th>Speaker</th>
<th>ZHAA</th>
<th>LXC</th>
<th>YKWK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utterances</td>
<td>WER</td>
<td>VS</td>
<td>WER</td>
</tr>
<tr>
<td>Original L2</td>
<td>26.5</td>
<td>1.00</td>
<td>52.2</td>
</tr>
<tr>
<td>FT</td>
<td>23.1</td>
<td>0.86</td>
<td>43.4</td>
</tr>
<tr>
<td>FT+DA</td>
<td>20.5</td>
<td>0.86</td>
<td>35.4</td>
</tr>
<tr>
<td>FT+ASR</td>
<td>16.1</td>
<td>0.83</td>
<td>19.9</td>
</tr>
<tr>
<td>FT+ASR+DA</td>
<td><strong>14.4</strong></td>
<td>0.82</td>
<td><strong>15.2</strong></td>
</tr>
<tr>
<td>[11] Samples</td>
<td>18.3</td>
<td>0.74</td>
<td>NA</td>
</tr>
</tbody>
</table>

4. FT + ASR + DA: fine-tuned using the same procedure in FT + DA except with the additional ASR loss.

Since each L2 speaker had less speech data than the L1 speaker’s, the data of an L2 speaker were duplicated in each epoch to around the same amount of the L1 speaker’s data to mitigate data imbalance. Finally, we used a pre-trained WaveGlow [6] vocoder to convert the mel-spectograms generated by our model to their audios\(^2\).

4.3. Objective evaluations

The pronunciation accuracy and voice similarity of our synthesized L2 speeches are assessed by an independently trained ASR model and speaker verifier, respectively.

4.3.1. Pronunciation accuracy evaluation

We used Mozilla’s Deep Speech model [28] (together with its default language model) as a proxy of a native English listener to check the pronunciation accuracy. The model was trained with thousands of hours of speech from multiple corpora, with a bias towards the US accents. It achieves a word error rate (WER) of 7.06% on the LibriSpeech clean test corpus. From Table 1, we observe that, compared with the WER on the original L2 speeches across the three L2 speakers, all the four adaptation schemes: FT, FT + DA, FT + ASR, and FT + ASR + DA, can reduce mispronunciations in the L2 synthesized speech effectively by a relative of 13-17%, 22-32%, 39-62%, and 46-71%, respectively. The improvement achieved by the FT + ASR scheme is particularly drastic.

4.3.2. Voice similarity evaluation

The independently trained Resemblyzer model [29] was used to judge voice similarity. It is a deep learning-based speaker verifier [30] that was trained on speech data from 8K speakers. It achieved an equal error rate of around 4% on 9 enrollment utterances. The Resemblyzer model was used to extract speaker embeddings from all original or synthesized utterances. We compared the similarity between the speaker embedding extracted from a synthesized utterance to its original L2 utterance (of the same text) by computing their cosine similarity. From Table 1, it is interesting to see that although the pronunciation accuracy of an L2 voice can be improved by TTS training with data augmentation and ASR feedback, the synthesized voice becomes less similar to the original voice by a relative 17-29%. For a comparison, it is worth noting that most similar works [19, 10, 13] obtained voice similarity in low 70s%.

In both objective measures, our proposed model FT + ASR + DA performed much better than the one in [11].

5. Conclusion

In synthesizing near-native speech from a non-native speaker, one has to trade off among the quality, correctness, accentness, and voice similarity of the synthesized speech. In this paper, we proposed a TTS model that can reduce the foreign accent in the synthesized speech of a non-native speaker, while maintaining a high voice similarity of the speaker. Accent is reduced by (1) forcing the TTS model to generate mel-spectrogram with fewer pronunciation errors, and (2) imitating the native prosody at the utterance level (by estimating the native GST style embedding) as well as at the phoneme level (by minimizing the L2 attention alignment loss). Voice similarity and quality is enhanced by fine-tuning on a pre-trained L1 TTS model with augmented imitation speech. We believe voice similarity is a critical objective for accent conversion, otherwise, one could simply synthesize the input text with a native voice.

6. Acknowledgements

This work was supported by grants from the RGC and ITF of the Hong Kong SAR, China (Project No. HKUST16200118, ITP/052/19LP).

\(^2\)Samples are available at https://raymond00000.github.io/attsdemo.html
7. References


