Self-supervised Representation Fusion for Speech and Wearable Based Emotion Recognition

Vipula Dissanayake¹, Sachith Seneviratne², Hussel Suriyaarachchi¹, Elliott Wen¹, Suranga Nanayakkara¹

¹Augmented Human Lab, Auckland Bioengineering Institute, The University of Auckland, New Zealand. ²Transport, Health and Urban Design Research lab, Melbourne School of Design, The University of Melbourne, Australia.

vipula@ahlab.org, sachith.seneviratne@unimelb.edu.au, hussel@ahlab.org, elliott@ahlab.org, suranga@ahlab.org

Abstract

Even with modern-day advanced machine learning techniques, Speech Emotion Recognition (SER) is a challenging task. Speech signals alone might not provide enough information to build robust emotion recognition models. The widespread usage of wearable devices provides multiple signal streams containing physiological and contextual cues, which could be incredibly beneficial to improving an SER system. However, research around multimodal emotion recognition with wearable and speech signals is limited. Also, the scarcity of annotated data for such scenarios limits the applicability of deep learning techniques. This paper presents a self-supervised fusion method for speech and wearable signals and evaluates its usage in the SER context. We further discuss three different fusion techniques in the context of multimodal emotion recognition. Our evaluations show that pretraining in the fusion stage significantly impacts the downstream emotion recognition task. Our method was able to achieve F1 Scores of 82.59% (arousal), 83.05% (valence) and 72.95% (emotion categories) for K-EmoCon dataset.
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1. Introduction

Speech emotion recognition (SER) has been drawing considerable attention from researchers recently [1], since it enables many useful applications such as human-robot interaction [2], online learning [3], behaviour assessment [4], and healthcare [5].

Researchers have explored various machine learning technologies and achieved many successes for SER. A recent advancement is multimodal deep learning, which allows a network to exploit supplementary/complementary information from rich data sources to improve performance and robustness. For an SER system, two common modalities combined are text and video [6].

With the proliferation of sensor-rich wearable devices, we now have convenient access to physiological and contextual signals from users. Integrating these signals into an SER system may significantly enhance its performance and reliability, considering they originate from the Autonomous Nervous System (ANS) activity and can hardly be triggered/suppressed by any conscious or intentional control [7].

However, the research on multimodal emotion recognition with speech and wearable signals is still limited. One major roadblock lies in the scarcity of labelled data. Specifically, many existing works rely on human-annotated datasets, which are small in size.

There is a growing amount of unlabelled data. For example, users upload terabytes of audio and video content daily to social media platforms, and wearable devices capture live streams of signals such as heart rate and accelerometer. However, the scarcity of labelled data is a common problem in the context of SER. The extent of the scarcity increases when it comes to multimodality, such as speech and signals from wearable devices.

In order to expand the limited body of knowledge in the literature and overcome issues with data scarcity, this paper introduces a self-supervised training approach to learning the relationship in multimodal data using pretrained unimodal representations. We reuse existing unimodal signal representations from the literature [8, 9] to represent speech, Blood Volume Pulse (BVP), Electrodermal Activity (EDA), skin temperature (TEMP) and Accelerometer (ACC). We study our self-supervised fusion training approach with three different representation fusion mechanisms (weighted, unweighted and attention-based). We evaluate our proposed method in three downstream tasks related to emotion recognition (arousal, valence and emotion categories) with the K-EmoCon [10] dataset.

Our evaluation shows significant improvement in arousal (from 66.59% to 82.59%), valence (from 67.60% to 83.05%) and categorical emotion (from 59.84% to 72.95%) recognition performance with multimodal data using our proposed signal representation fusion approach.

The main contribution of this paper is the introduction of a novel self-supervised fusion training approach for pretrained signal representations for multimodal emotion recognition. We extensively evaluate our proposed method with multiple training approaches and multiple training mechanisms.

2. Related Work

The amount of information covered by multiple modalities is usually higher than unimodality; this increment of information could be identified as supplementary information and complementary information [11]. Adding that information could lead to higher accuracy and higher robustness of prediction models. Out of fusion levels in machine learning (data level, feature level and decision level), feature level fusion has been the most common way of fusing multimodal signals [12]. With the advancement of representation learning techniques, it is common to fuse embeddings of pretrained representations of unimodality.
to construct the multimodal network [13, 14]. In this work, we follow a similar approach of feature-level fusion with pretrained unimodal representations.

In the current body of literature on multimodal emotion recognition, the most common modalities used are speech, text and video [15, 16, 17, 14, 18]. Although wearable devices provide access to multiple streams of physiological and contextual signals, there is a limited amount of research that looks into combining speech and signals from wearables for emotion recognition [19]. Thus, this paper focuses on fusing speech and wearable signals in the context of emotion recognition.

A majority of multimodal emotion recognition work has followed a similar approach of concatenating individual modalities at the feature level and proceeded to do an emotion recognition task [15, 14, 18]. However, this approach could lead to over-reliance on a single modality [16]. In order to overcome that issue, Georgiou et al. [16] has proposed a method based on masking to systematically regulate the signal modalities to enhance supplementary/complementary information and show improvements in the downstream emotion recognition task. Further, a majority of multimodal emotion recognition work learns the mutual information of the modality when they train for the final task [17, 14, 16, 19]. Given that the datasets for emotion recognition are limited in size, models have less opportunity to learn complementary/supplementary information.

In this paper, we add to the existing body of literature by investigating the ways to fuse multimodal data for speech emotion recognition. Further, our approach uses a self-supervised method that does not require annotated data.

3. Method

3.1. Model

In developing the framework for our proposed fusion method, we delved into prior work for the initial task of signal encoding. Recent work by Dissanayake et al. presents signal encoder models tailored for both speech and wearable (ACC, BVP, EDA, TEMP) signals [8, 9]. Figure 1(a) shows the speech signal encoder proposed by the authors, which is pre-trained with the VoxCeleb [20] dataset as an autoencoder. The resulting model offers better generalisability across different corpora [8] and thus inspired us to draw heavily from their work to build our speech encoder.

We also adopted a model and method introduced by Dissanayake et al. named ‘SigRep’ for wearable signal encoding [9]. Figure 1(c) illustrates the architecture of the signal encoder proposed in SigRep for a single modality. The encoder is built with a basic building block called ‘inception like block’ (see Figure 1(b)). This mechanism demonstrated robustness against signal losses expected in wearable devices [9]. Following SigRep, we pre-trained encoder networks using contrastive learning for each wearable signal modality. For this training, we used Affective Road [21], CASE [22], CLAS [23], PPG Field Study [24], WESAD [25] datasets.

To construct a neural network architecture for fusing these pre-trained signal encoders, we developed the fusion training network outlined in Figure 1(d). Output embeddings from each encoder network are fused in the fusion layer with three different fusion strategies (see Section 3.3). We then projected the fused embeddings with two fully connected layers to feed the fusion training heads. The structure of a single fusion head can be visualised in Figure 1(e). We used multiple fusion trainer heads, which we will discuss in the fusion training section.

Upon training of the fusion network, we discarded the fusion trainer heads and replaced them with emotion recognition heads (see Figure 1(f)) for the downstream task of emotion recognition. Each emotion recognition head has two fully connected layers and a softmax layer for the emotion target.

3.2. Self-supervised Fusion Training

Different signal modalities may contain information that complements each other. We investigated this using the VerBio dataset [26], which contains both speech and wearable signals and tried to extract any complementary information among them. In order to do that, we used a multi-task self-supervised approach. First, we randomly masked a part of each signal modality with zeros for each training example. Then, we calculated the masked area’s statistical features (mean, standard deviation, min, max, skewness, kurtosis, number of peaks), resulting in 40 values for five signal modalities. We assigned one fusion head (see Figure 1(e)) per statistical value and built our fusion trainer network (see Figure 1(d)). During the training
process of our fusion network, we fed the network with five masked signals and let the network predict the 40 statistical values simultaneously. We treated our prediction tasks as regression problems; thus, optimisation was performed using the Adam algorithm [27] with a learning rate of 0.001, while the loss for each task was calculated using mean absolute error.

3.3. Fusion Mechanisms
We studied three different fusion techniques in our fusion training strategy.

1. **Unweighted Fusion.** With unweighted fusion, we concatenated embeddings from each signal modality. Figure 2(a) illustrates the unweighted fusion strategy. The concatenated embedding is then used in further fusion training and emotion training.

2. **Weighted Fusion.** In weighted fusion strategy, we introduced a trainable scalar to the embeddings of individual signal modalities. As illustrated in Figure 2(b), each embedding is multiplied by the corresponding scalar value before concatenation for the fused embedding. The weights \((\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5)\) of each embedding is learned through the fusion training stage.

3. **Attention Based Fusion.** We used multi-head self-attention for each modality in the attention-based fusion strategy as shown in Figure 2(c). The output of each attention layer is then concatenated to construct the fusion embedding.

4. Evaluation

4.1. Datasets
We evaluated our method using the K-EmoCon [10] dataset, which contains multimodal signals captured from 28 participants during a dyadic debate scenario. The K-EmoCon dataset consists of speech, video, ACC, BVP, EDA, TEMP, electrocardiogram (ECG) and electroencephalogram (EEG) signals. Furthermore, the dataset is annotated for arousal, valence and categorical emotions (cheerful, happy, angry, nervous, sad) in three different perspectives (self, debate opponent and external annotator). We used speech, ACC, BVP, EDA and TEMP signals together with annotations of self-reported arousal, valence and emotion categories from the dataset for our study. The dataset contained signal data recording roughly about 170 minutes.

4.1.1. Data Preprocessing
Preprocessing of the K-EmoCon [10] dataset followed a similar protocol to that conducted by prior work [8, 9]. We split all signals into four-second windows with a one-second overlap. Mel frequency cepstral coefficients (MFCCs) were extracted from speech signals as features with 40 coefficients. Although the K-EmoCon [10] dataset provides arousal and valence annotations in five stages, the benchmarking work for emotion recognition put forward by Dissanayake et al. [9] binned these values into three levels. Furthermore, they used the annotations for emotion categories, usually a score between 1 and 4, to identify the most prominent emotion and map it to one of six classes (cheerful, happy, angry, nervous, sad and neutral). Consequently, we applied the same procedure concerning both the binning of arousal and valence values and the mapping of emotion categories in our work.

4.2. Experiment Setup
All experiments investigated our models’ success at predicting arousal, valence and emotion categories. Accuracy and F1-Scores served as the measures for determining model performance in our evaluation. These results were then validated using the leave-one-out cross-validation technique.

Our experiments involved using different model configurations to assess the effect of fusion training and its mechanisms on emotion recognition. To explore the effect of fusion training, we created two primary configurations where one contained pre-trained weights from the fusion training stage while the other did not.

- **With fusion training:** We loaded the model (see Figure 1(d) with emotion trainer heads) with pretrained weights from the fusion trainer stage. We then froze the weights of the model upto the projection head.

- **Without fusion training:** We loaded the model with pretrained weights of encoders. We then froze the weights in encoders.

Three further sub-configurations allowed us to evaluate the effect of the three different fusion mechanisms (see Section 3.3) in both the presence and absence of fusion training. In all experiments we used Adam optimiser [27] with a learning rate of 0.001 and categorical cross-entropy as the loss function for this training phase. Further, we fixed the number of epochs at 32 with early stopping.
6. Conclusion

This paper proposed a self-supervised fusion training approach for speech and wearable signal representations. Our proposed fusion training approach attempts to enhance multiple modalities’ complementary information. We studied three different fusion mechanisms (weighted, unweighted and attention-based) with our fusion training approach. Our evaluations show a significant improvement in emotion recognition performance in K-EmoCon dataset with the proposed fusion approach. The evaluation results indicate that the complementary information in a multimodal system plays a critical role when fusing speech and wearable signals for emotion recognition. We also observed an improved emotion recognition performance with the attention-based fusion mechanism compared to weighted and unweighted fusion. We suggest further investigations are required to evaluate the effect of different fusion mechanisms with a larger dataset to train representation fusion.
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