Learning under Label Noise for Robust Spoken Language Understanding Systems
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Abstract

Most real-world datasets contain inherent label noise which leads to memorization and overfitting when such data is used to train over-parameterized deep neural networks. While memorization in DNNs has been studied extensively in computer vision literature, the impact of noisy labels and various mitigation strategies in Spoken Language Understanding tasks is largely under-explored. In this paper, we perform a systematic study on the effectiveness of five noise mitigation methods in Spoken Language text classification tasks. First, we experiment on three publicly available datasets by synthetically injecting noise into the labels and evaluate the effectiveness of various methods at different levels of noise intensity. We then evaluate these methods on a real-world data coming from a large-scale industrial Spoken Language Understanding system. Our results show that most methods are effective in mitigating the impact of noise with two of the methods showing consistently better results. For the industrial Spoken Language Understanding system, the best performing method is able to recover up to 97% of the loss in performance due to noise.

1. Introduction

Deep neural networks (DNNs) have demonstrated impressive performance on several supervised learning tasks including speech recognition, computer vision, natural language understanding and have been adopted in large-scale industrial systems. One of the most striking phenomena about DNNs is its ability to generalize well in the over-parametrized regime where the number of model parameters is much larger than the number of available labeled data instances. However, such over-parametrized models are susceptible to label noise. Indeed, recent work [1] has shown that DNNs are able to achieve perfect training accuracy even when the labels are randomly permuted. This undesirable behavior is due the ability of DNNs to memorize noisy examples and thus recent work has focused on mitigating the effects of memorization through various approaches.

While memorization in DNNs has been studied extensively in computer vision tasks, the impact of noisy labels in Spoken Language Understanding (SLU) tasks such as text classification is largely under-explored. Despite some notable exceptions [2], we lack an understanding of the severity of memorization in text classification and good strategies for limiting the negative impact of noise in labels.

In this paper, we address this gap by conducting an exhaustive study examining the role of label noise in several multi-class classification tasks. Our contributions are as follows: i) we demonstrate extreme overfitting by DNNs in the presence of label noise under a uniform noise model; ii) we explore five different label noise mitigation strategies and adopt them for text classification settings; iii) through extensive experimentation on three publicly available datasets and an internal dataset from a large-scale SLU system, we observe that different methods are indeed able to limit the impact of noise to varying degree of effectiveness.

In addition to the experiments with synthetically injected noise, we conducted experiments on an internal data from a large-scale SLU system. While the experiments on public data focuses on model performance under synthetically injected label noise, the experiments on internal data help us to assess different mitigation methods under a more realistic scenario. In particular, the internal datasets contain noise that occurs in practice due to the nature of manual annotations and inherent ambiguities in data. Our results show that all methods are indeed able to recover from label noise in practice as well. We also find that while no single method shows the best performance across different datasets, Label smoothing [3] with early stopping [4] and Limiting label Information Memorization In Training (LIMIT) [5] show more consistent improvements.

The rest of the paper is structured as follows. We briefly review related work in Section 2. We present the problem formulation in Section 3 and the different mitigation approaches are detailed in Section 4. The datasets and the experimental setup are provided in Section 5 with the results in Section 6. We conclude with directions for future research in Section 7.

2. Related Work

Classification under label noise has been a long standing problem. Several methods have attempted to mitigate the effect of noise by designing a robust loss function [6] or by estimating label-noise [7, 8, 9]. Some works use meta-learning to treat the problem of noisy/incomplete labels as a decision problem in which one determines the reliability of a sample [10, 11], while others seek to detect incorrect examples and relabel them [12, 13, 14].

Other noise mitigation approaches, such as LIMIT [5], work by adding an information theoretic regularization to the objective function and have illustrated the effectiveness of the approach on versions of MNIST, CIFAR-10, and CIFAR-100 datasets.

Additionally, we study and compare the mitigation effectiveness of less complex approaches, such as Label Smoothing [3] and Early Stopping [4]. Label Smoothing introduces noise in label by converting hard 0 or 1 classification targets to softer values between 0 and 1. Early stopping prevents overfitting by stopping the training when validation error starts to increase.

While most of the previous work have focused on vision tasks, recently, [15] studied the impact of label noise for text
classification problems and proposed a noise mitigation method by adding a layer to the classifier. To the best of our knowledge, our work is one of the first to compare the leading noise mitigation methods on both public and industrial data for SLU text classification tasks.

## 3. Problem Statement

We consider a typical $K$-class classification problem with $n$ i.i.d. samples $D = \{x_i, y_i\}_{i=1}^n$, where $x_i \in \mathbb{R}^d$ corresponds to the input vector for the $i$-th data point and $y_i = \{0, 1\}^K$ with $y_i^T \mathbf{1} = 1$ corresponds to the label. For the classification tasks considered $x_i$ correspond to (pre-trained) encoding of the text to be classified. The classifier that maps input to labels is a non-linear function $f(\cdot)$ parameterized by a DNN. The accuracy of the trained classifier is evaluated on the clean dataset (i.e., the test set that does not contain any label noise).

We conduct experiments on both the public and internal industry SLU data. While noise in the labels is naturally occurring in the industrial data, we inject artificial noise into the publicly available datasets.

### Noise Model

To inject noise in the labels, we use a uniform noise model where the label of each data point is randomly flipped according to the following transition

$$p(y|y, x) = (1 - p) \mathbf{1} + p \Pi$$

where $\mathbf{1}$ is the identity matrix, $p$ characterizes the noise intensity, and the $K \times K$ matrix $\Pi$ is matrix with zeros on the diagonal, and $\Pi_{k,l} = \frac{1}{K}$, $k,l = 1, \ldots, K$. In other words, the label of each data point is randomly flipped with uniform probability over the other $K - 1$ classes. Note that in this model, the noise does not depend on the input.

### 4. Mitigation Methods

In this section, we describe the different noise mitigation methods used in our experiments.

#### Noise Layer

The method of Noise Layer [15] learns the noise distribution adding an additional final layer to a DNN. As reported in the work, their implementation uses a noise layer with softmax non-linearity with layer weights initialised to the identity matrix. The model is trained using early stopping. During inference, the noise layer is removed and the base model is used for the final predictions.

#### Robust Loss

The method of Robust Loss [16] proposes a loss function called Active Passive Loss (APL) which is a combination of an “active” and a “passive” loss function. The former loss explicitly maximizes the probability of being in the labeled class, while the latter minimizes the probabilities of being in other classes. Among the different APL loss functions, combination of normalized cross entropy (NCE) and reverse cross entropy (RCE) were shown to achieve state-of-the-art performance. In our work, we perform experiments with $\alpha$NCE + $\beta$RCE as robust loss function.

#### LIMIT

The method of LIMIT [5] proposed a noise mitigation method that works by adding an information theoretic regularization to the objective function and tries to minimize the mutual information between model weights and the labels conditioned on data instances: $I(w : y|x)$. Since this objective is hard to minimize directly, LIMIT leverages an auxiliary network that predicts gradients in the final layer of a classifier without accessing label information.

#### Label Smoothing

Label Smoothing [3] is a regularization technique that introduces noise for the label to account for the fact that datasets could have mistakes. Assume for a small constant $\epsilon$, the training set label $y$ is correct with probability $1 - \epsilon$ and incorrect otherwise. Label Smoothing regularizes a model based on a softmax with $k$ output values by replacing the hard 0 and 1 classification targets with targets of $\frac{\epsilon}{K-1}$ and $1 - \epsilon$ respectively.

#### Early Stopping

The method of Early Stopping [4] aims to prevent overfitting by stopping the training when the generalization error starts to increase. Error on the validation set is used as a proxy for generalization error and training is stopped when validation error starts to increase for a certain number of epochs.

## 5. Datasets and Experimental Setup

### 5.1. Publicly available datasets

We use three publicly available and widely used SLU datasets - Air Travel Information System (ATIS) corpus [17], SNIPS [18], which is collected from Snips personal voice assistant, and task oriented parsing (TOP) datasets from Facebook [19].

The public datasets consists of utterances along with intent and slot labels. The TOP dataset is available for multiple languages and we work with the English portion of the data. We focus on intent classification tasks which involves predicting one of the labels for a query utterance. Table 1 provides summary of datasets including the number of utterances in training (N) and test (T) sets; the number of classes (K); the average word length of utterances (L); and the balance factor - B. The balance factor is computed using equation 2 where $n_i$ is the number of instances in class $i$. A balance factor of 0 indicates complete imbalance and 1 perfect balance.

$$\frac{-\sum_{i=1}^{K} n_i \log \frac{n_i}{N}}{\log K}$$

<table>
<thead>
<tr>
<th>Dataset</th>
<th>N</th>
<th>T</th>
<th>L</th>
<th>K</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>4478</td>
<td>893</td>
<td>11</td>
<td>21</td>
<td>0.42</td>
</tr>
<tr>
<td>SNIPS</td>
<td>13084</td>
<td>700</td>
<td>9</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>TOP</td>
<td>28414</td>
<td>8241</td>
<td>16</td>
<td>9</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 1: Summary of the text classification datasets.

The industrial dataset consists of a random sample of data used to train a domain classifier for a large-scale SLU implementation. The training data is annotated by human data associates (DA) and is known to contain annotation errors. Additionally, we have access to gold data that goes through rigorous quality checks with multiple experienced DAs and has fewer or no annotation errors. Similar to intent classification task on public datasets, the domain classification (DC) task hypothesizes a target domain such as Music, Books, etc. given an utterance text [20]. We evaluate all our models on gold data test set and report the improvement in accuracy of each method on overall data and top three domains. Due to the nature of industrial data,
we only provide the duration in hours for training and test data of the three studied domains in Table 2.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Train (in hours)</th>
<th>Test (in hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain 1</td>
<td>49</td>
<td>6</td>
</tr>
<tr>
<td>Domain 2</td>
<td>47</td>
<td>6</td>
</tr>
<tr>
<td>Domain 3</td>
<td>57</td>
<td>7</td>
</tr>
<tr>
<td>Overall</td>
<td>153</td>
<td>19</td>
</tr>
</tbody>
</table>

Table 2: Dataset distribution of the random samples from the industrial dataset used for experiments

5.2. Multi-Class Classification Approach

For the multi-class single sentence classification task as described in Section 3, we leverage BERT model architecture [21]. The input to the BERT model is WordPiece, positional and sequence embeddings. A special classification embedding ([CLS]) is inserted as the first token and a special token ([SEP]) is added as the final token. Given an input token sequence \( t = (t_1, t_2, t_3, ..., t_S) \), the BERT output is \( H = (h_1, h_2, ..., h_S) \).

The BERT model is pre-trained in self-supervised fashion on two tasks - next sentence prediction and mask language models and provides powerful sentence representation for multiple NLP tasks [21]. Similar to the approach used for intent classification in [22], we add a softmax layer on top of hidden state of the first special token ([CLS]) denoted by \( h_1 \). The probability for class \( i \), \( y_i \) is given by equation 3, where \( W^i \) and \( b^i \) are weights and biases respectively.

\[
y_i = \text{softmax}(W^i h_1 + b^i)
\]  
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5.3. Training and Evaluation Details

We use the DistilBERT model from Hugging Face library. DistilBERT is trained by distilling BERT base model, which has 40% fewer parameters than bert-base-uncased and runs 60% faster while preserving over 95% of BERT’s performance as measured on the GLUE language understanding benchmark [23]. DistilBERT has 6 layers, 12 heads, and 768 hidden states.

All hyper-parameters of mitigation methods are tuned using the Tune library [11]. The batch size is 32. Adam is used for optimization with an initial learning rate of 5e-6. The dropout probability is set to 0.1. All the experiments are run on p3.16xlarge AWS instances that contain 8 GPUs, 64 vCPUs, 128GB GPU memory and 488 GB CPU memory.

We report the accuracy, which is the ratio of correctly predicted to all instances. We run the training for 100 epochs when Early Stopping is not used. We run experiments three times and report mean accuracy using seeds 1, 2 and 3, since the noise model randomly flips the utterance label to incorporate noise.

6. Results and Discussion

6.1. Evidence of Overfitting

Figure 1 shows the training, validation (dev) and test accuracy over epochs. Our first observation is that the training error converges to 100% accuracy, signalling extreme overfitting. At the same time, both validation and test accuracies increase at the beginning of the training and then rapidly deteriorate. We observe that the peak accuracies on both validation and test sets are well aligned, which justifies early stopping as an effecting baseline strategy for mitigating the noise in such cases.
The noise mitigation approaches fall into three categories. In the first category, training is stopped when overfitting starts, such as Early Stopping. Second category delays or reduce the impact of overfitting and can further benefit from early stopping, such as Noise Layer and Label Smoothing. The third kind updates the loss function in such a way that model doesn’t overfit, which occurs in Robust Loss and LIMIT. Learning curve for Robust Loss is shown in Figure 2 and for LIMIT in Figure 3, we don’t observe any drop in the accuracy of validation set. These methods do not seem to benefit from early stopping. There may not be an increase or drop in validation accuracy for a few steps, as observed in Figure 3. In such scenarios, Early Stopping is not the most effective solution and the number of steps have to be increased steadily.

6.2. Public Datasets

Table 3 presents the intent classification accuracy on public datasets. As expected, we observe drop in accuracy for all 3 datasets as the noise is added to the training data. The accuracy on ATIS, SNIPS, and TOP datasets drop from 97.31 to 64.69, 97.86 to 59.43 and 98.75 to 59.61 percent respectively. Early stopping is able to recover most of the dropped accuracy in all 3 datasets. Robust Loss demonstrates the best performance on SNIPS and Label Smoothing with Early Stopping has the best performance on TOP dataset. Early Stopping has only 2.4% and 1.04% absolute drop in accuracy at 50% noise and other methods show marginal improvements over Early Stopping. Unlike in the case of ATIS where Early Stopping has a drop of 7.88% absolute drop in accuracy and LIMIT produces 1.87% absolute improvements on Early Stopping. We also observe improvements in clean ATIS and SNIPS dataset, which indicates the publicly available data may contain noise.

Next, we measure how much accuracy mitigation methods are able to recover on 20% noise to compare it with industrial dataset in Table 4. LIMIT performs best and able to recover 98.04%, 96.18% and 97.07% of the dropped accuracy, followed by Label Smoothing which recovered 78.67%, 85.62% and 95.21% accuracy on ATIS, SNIPS and TOP datasets respectively. Early Stopping matched Label Smoothing on SNIPS (85.62%) and performed third on ATIS and TOP.

6.3. Industrial Dataset

We now report our results on applying noise mitigation techniques on a large-scale industrial SLU system. In our experiments, we have noisy and clean (gold) versions of the dataset. We train our models on the noisy version and test them on the gold counterpart. Table 4 presents the results for the three domains. For reference, we also train models with gold data of the same duration and report the accuracy gain for the model. We believe the noise mitigation models should vie to achieve the accuracy of the gold model.

First, we note that training on the noisy data results in a measurable accuracy drop. Indeed, the last row of Table 4 is the relative improvement in performance when trained on gold data over the one trained on noisy data. On an average, training on gold data yields 2.69% relative improvement in accuracy.

Then we look at the effect of different noise mitigation strategies. Early Stopping (1.54%), Robust Loss (1.07%) and LIMIT (0.85%) seem to recover 57%, 40% and 31% of the underfitting caused by the noise in the data. Robust Loss (3.74%) comes closest to Gold (3.86%) on Domain 1. Noise Layer and Label Smoothing don’t generate best accuracy gain overall on either of the domains. Overall, there isn’t one method that works best across the board and multiple mitigation approaches should be explored to pick appropriate one for the dataset. However, we see that Early Stopping, LIMIT and Robust loss outperform the others in both public datasets and industrial dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Domain 1</th>
<th>Domain 2</th>
<th>Domain 3</th>
<th>Overall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early Stopping</td>
<td>2.92</td>
<td>0.11</td>
<td>1.69</td>
<td>1.54 (57%)</td>
</tr>
<tr>
<td>Noise Layer</td>
<td>0.94</td>
<td>-0.11</td>
<td>-0.66</td>
<td>-0.01 (-0.2%)</td>
</tr>
<tr>
<td>Robust Loss</td>
<td>3.74</td>
<td>0.31</td>
<td>-0.38</td>
<td>1.07 (40%)</td>
</tr>
<tr>
<td>LIMIT</td>
<td>1.99</td>
<td>-0.85</td>
<td>1.41</td>
<td>0.85 (31%)</td>
</tr>
<tr>
<td>Label Smoothing</td>
<td>2.46</td>
<td>-1.06</td>
<td>0.38</td>
<td>0.52 (19%)</td>
</tr>
<tr>
<td>Gold</td>
<td>3.86</td>
<td>1.49</td>
<td>2.82</td>
<td>2.69 (100%)</td>
</tr>
</tbody>
</table>

Table 4: Accuracy improvement of various mitigation methods on industrial datasets.

7. Conclusion

In conclusion, we have conducted a systematic study of Spoken Language Understanding text classification task in the presence of label noise in public dataset and the industrial system. Our results indicate that DNNs are indeed prone to extreme overfitting that leads to poor generalization abilities of learned models for spoken language classification task. We also observed that various methods are able to mitigate the impact of synthetically injected noise in public datasets, and there is not one method that works well across the board. Our experiments with synthetic data also indicate that even simple early stopping heuristics can be effective in mitigating the impact of label noise.

For the experiments with the real-world data, we found that early stopping is still useful and as competitive as more elaborate mitigation methods. However, we see there is scope for further improvements in real-world data. This might be due to the fact that the label noise distribution in real-world datasets is more complex than the simple label-flipping model considered here. It is an interesting open problem to characterize the noise distribution in real systems and devise better mitigation strategies tailored to such noise models.
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